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USE OF STEREOSCOPIC ORTHOPHOTOS 

FOR SOIL-TERRAIN ANALYSES 

L. S. Crosson and R. Protz, 
Department of Land Resource Science, 
University of Guelph, 
Guelph, Ontario. 

ABSTRACT 

Stereoscopic orthophotos facilitate accurate 
and precise horizontal and vertical measure
ments of any terrain feature imaged on them. 
They are particularly suited to terrain 
analyses because of their geometric 
fidelity and the ease with which automation 
could be implemented. In a study of the use 
of 1:1000 scale stereoscopic orthophotos 
for soil-terrain analyses, elevation, slope 
and aspect were measured on stereoscopic 
orthophotos and were found to have no 
significant differences from the same 
measurements made in the field. When the 
terrain measuremènts were related to soil 
properties it was found that a high corre
lation existed between distance, elevation 
and slope measurements and the particle size 
distribution in the surface soil. Use of a 
linear regression program enabled the 
description of 75% of the variability in the 
sand content, 74% of the variability in the 
silt content and 71% of the variability in 
the clay content of the surface soils using 
only distance from the highest point in the 
sampling area, elevation and slope as 
independent variables. The results of this 
study indicate the value of stereoscopic 
orthophotos as a tool and a data base for 
land inventory studies. 

INTRODUCTION 

In the last several years great strides have 
been taken in the field of remote sensing in 
providing up-to-date information on the 
earth's resources. The development of 
stereoscopic orthophotos (Collins, 1968) shows 
promise of meeting the increased demand for 
precision and accuracy in order to keep pace 
with other technological advances in compiling 
land resource inventories. It is now possible 
for anyone interested in the study of land 
resources to reap the benefits of stereo
photographs that have the planimetric accuracy 
of a line map and require only the simplest 
of photogrammetric equipment for analysis. 
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TERRAIN ANALYSES BY AERIAL PHOTOGRAPHS 

Buringh (1966) described two types of stereo 
aerial photograph analyses which may be used 
for terrain or landform studies : (1) the 
analytical analysis in which landform elements 
are studied separately or in combinations and 
(2). the physiographic analysis in which physio
graphic units of the terrain are studied. In 
general the analytical elements . including 
distance, slopes, aspects, relief and photo
graphie tone may be accurately measured on 
aerial photographs by photogrammetric or other 
methods. The analytical analysis can be 
practised with little knowledge of the terrain. 
The physiographic analysis requires consider
able knowledge of geology, geomorphology and 
soils. This study is concerned with the former 
method of terrain analysis. 

THE ACCURACY OF STEREO AERIAL PHOTOGRAPH 
MEASUREMENTS 

A combination of relief and tilt displacements 
make measurements of terrain features on 
conventional stereo aerial photographs 
unreliable unless expensive photogrammetric 
equipment is used to rectify the image before 
measurements are made and then there is no 
permanent record of the rectified image. 

Most aerial photographs contain some degree of 
tilt displacements due to pitch, roll and yaw 
of the aircraft at the time of film exposure. 
In addition there are relief displacments of 
variable magnitude which depend upon the 
relative relief of the terrain, the height of 
the aircraft above the t~rrain and the distance 
of the terrain image from the principal point 
of the photograph. 

Figure 1 (Moffit, 1967) illustrates the differ
ence between perspective projection as obtained 
when viewing conventional stereo aerial photo
graphs and orthographie projection as obtained 
when viewing stereoscopic orthophotos and 
emphasizes the effects of relief displacements 
caused by perspective projection. The ortho
graphie or map projection of elevation contours 
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is shown beneath an imaginary terrain. The 
perspective contours, as shown on the left 
hand photograph, have been enlarged so that 
the lowest contour line is at the same scale 
as that of the map projection, and then 
superimposed over the map projection. The 
remainder of the perspective contours are 
shown as dashed lines. Two important facts 
are immediately apparent: (1) the scale of 
the perspective contours increase from the 
bottom contour line to the top contour line
i.e. each of the contour lines has a differ
ent scale; (2) each closed perspective 
contour line is displaced outwards from the 
center of the photograph because of the 
relief displacements- i.e. relief 
displacements are radial about the principal 
point. 

STEREOSCOPIC ORTHOPHOTOS 

The recent introduction of stereoscopic 
orthophotos facilitates accurate landform 
measurements from photographie images with
out the use of expensive equipment and 
provides a permanent record of the recti f ied 
i mage. Within the limits of accuracy of 
the product ion method and the reproduction 
processes stereoscopic orthophotos offer a 
simple and direct means of making any desired 
measurements over the terrain represented by 
the images (Col lins, 1968). Hori zontal 
distances, angles and areas may be measured 
directly on the orthophoto and terrain 
elevations can be measured on the stereo
scopic orthophotos. 

USE OF STEREOSCOPIC ORTHOPHOTOS FOR TERRAIN 
ANALYSES 

A hypothesis was made that if terrain 
properties can be adequately described by 
measurements made on stereoscopic ortho
photos and if there is a strong relationship 
between the measured terrain properties and 
so i l properti es then stereoscopi c ortho
photos can be used as a valuable tool for 
soil -terrain analyses. A study was set up to 
evaluate th i s hypothesis. 

An 80 by 190 metre rectangul ar grid with 
10 metre spacings was l ocat ed on the edge of 
a dissected l acustrine pla i n immediate ly 
south of the city of Brant ford , Ontario 
(Figure 2). The soils in the area are 
s~ratified silty clays and silty clay loams 
with variable depths of sandy overburden . 
Preliminary investigations indicated that the 
greater t he erosion , the less sandy over
burden present, therefore, the grid was 
located such that various degrees of surface 
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erosion would be represented. 

The grid sampling points were numbered 
according to their X and Y coordinates and 
the elevation of the surface at each sampling 
point was measured to the nearest one
hundredth of a metre. 

Terrain slopes at each grid sampling point 
were calculated from the surface elevations 
and distances between points as explained in 
Figure 3. The maximum slope at each sampling 
point was recorded along with the direction 
in which the slope was facing (aspect). 

The surface soils were sampled at each grid 
point and the percent sand, silt and clay 
determined by the pipette method. 

A set of 1:4000 scale glass diapositives were 
used to prepare a set of 1:1000 scale stereo
scopic orthophotos of the grid by the Guelph 
Airphoto laboratory. Contact prints were 
made of the orthophoto and its stereomate. 
The sampling grid was then carefully located 
on the orthophoto and elevations, slopes, 
aspects and photo densities were measured or 
calculated for each of the grid points. A 
mirror stereoscope with a 3X magnification 
and a floating dot parallax measuring 
attachment was used to measure the elevations. 
A reflection densitometer with a 4 mm 
aperature was used to measure the photo 
densities. 

All data was recorded on computer cards. A 
computer program was used to determine the 
highest point in the grid (apex) and the 
distance from the apex to all other points in 
the grid. The distances were then added to 
the data. 

A simple correlation program was used to 
relate the field measured surface elevations 
to the elevations measured on the stereoscopic 
or thophotos and to relate the particle size 
dis tribut i on in the surface horizon of the 
grid to the terrain properties measured on 
the stereoscopi c orthophotos. 

A "F"-test was us ed to deter mine if there was 
a significant di f ference between fi eld 
measured e l evations and stereos copic ortho
phot o measured e l evat i ons. 

The residua l s bet ween t he field measured 
elevations and t he stereoscopic orthophoto 
measured elevat ions were plotted in grid 
form. 

A stepwise multiple linear regression program 



was used to estimate the particle size 
distribution of the surface horizon using 
the terrain data obtained from the stereo
scopic orthophotos as independent variables. 

RESULTS AND DISCUSSION 

The accuracy of the elevations measured on 
the stereoscopic orthophotos was tested in 
three ways: 

The calculated simple correlation 
coefficient was 0.998 which indicated 
that the field and orthophoto measured 
elevations behaved in much the same 
manner over the entire grid. 

The "F"-test gave a calculated "F" value 
of <0.01 which indicated that statistic
ally there were no significant differ
ences between the two methods of 
measuring elevation. 

The residual plot (Figure 4) indicated 
that over 95% of the elevations measured 
on the stereoscopic orthophotos were 
within + 15 cm of the field measurements 
and the-remainder of the orthophoto 
elevations were within + 20 cm of the 
field measurements. 

Table 1 lists the simple correlation 
coefficients between the stereoscopic ortho
photo measurements and the particle size 
distribution of the surface soil. 

Table 1: Simple correlations between terrain 
measurements and particle size distribution 
of the surface horizon. 

% Sand % Silt % Clay 

Distance from - 0.82 0.83 0.75 
apex 

Elevation o. 72 - 0.71 - 0.73 

Slope 0.52 - 0.51 - 0.55 

Aspect - 0.27 0.29 0 .17 

Photo density 0.23 - 0.23 - 0.24 

The correlation coefficients indicated that 
there was a relatively high correlation 
between distance from the apex and particle 
size distribution and between elevation and 
particle size distribution as was indicated 
by the preliminary examinations of the area
i.e. the sand content of the surface horizon 

tended to decrease and the silt and clay 
contents tended to increase with distance 
from the least eroded or highest point in the 
grid. There was a moderate correlation 
between terrain slope and particle size 
distribution and relatively low correlations 
between aspect and particle size distribution 
and photo density and particle size distri
bution. The relatively low correlation with 
photo density was suspected because of the 
many factors which affect photo density. 

The stepwise multiple linear regression 
analysis gave the following regression 
equations for the particle size distribution 
of the surface soils: 

% Sand= -830.551 - 0.267 (distance) + 
3.996 (elevation) + 0.446 (slope) 

r 2 = 0.75 

% Silt = 710.236 + 0.215 (distance) -
3.042 (elevation) - 0.281 (slope) 

r 2 = 0.74 

% Clay= 227.501 + 0.051 (distance) -
0.956 (elevation) - 0.155 (slope) 

r 2 = 0. 71 

i.e. 75% of the variability in the sand 
content, 74% of the variability in the silt 
content and 71% of the variability in the 
clay content of the surface horizon of the 
grid can be attributed to the linear distance 
from the highest (least eroded) point in the 
grid, the relative relief of the terrain and 
the surface slope of the terrain by means of 
regression equations. The direction in which 
the slopes were facing (aspect) had no 
significant relationship with the particle 
size distribution. 

Photo density was the last variable to enter 
the regression equations and contributed very 
little to the reduction in sums of squares, it 
was therefore left out of the equations. 

CONCLUS IONS 

Since there were no significant differences 
between the field measured elevations and the 
stereoscopic orthophoto elevations it must 
also be true that there are no significant 
differences between slopes calculated from the 
field and stereoscopic orthophoto elevations. 
Similarly there must be no significant 
differences in aspects of the slopes. There
fore, it can be concluded that stereoscopic 
orthophotos may be used as a valuable tool for 
accurately measuring terrain properties. 

From the results of the correlation and regres-
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sion analyses it can be concluded that at a 
given level of abstraction there is a strong 
relationship between terrain properties 
and soil properties. Since stereoscopic 
orthophotos can be used to accurately 
measure terrain properties it may also be 
concluded that stereoscopic orthophotos 
are a valuable tool for soil-terrain 
analyses. 

APPLICATIONS 

The results of this study have indicated 
that stereoscopic orthophotos can be an 
invaluable tool for soil studies. It would 
be necessary to conduct detailed soil
terrain studies in selected areas only and 
then extrapolate to other areas by 
deciphering soils data from landform 
measurements made on stereoscopic ortho
photos. In addition stereoscopic orthophotos 
are well adapted to automatic terrain 
analyses which would greatly improve the 
efficiency of soil-terrain studies. Loelkes 
(1969) has proposed the value of ortho
photographs as data base for many uses. The 
advent of the stereoscopic orthophoto has 
increased the utility of orthophotos and 
they should be seriously considered as the 
data base for the majority of land resource 
studies. 
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SUPPLEMENTARY RECONNAISSANCE AIR PHOTOGRAPHY 
AS AN AID FOR DETAILED GEOMORPHOLOGICAL 
MAPPING 

A. Kesik 
Associate Professor 
Department of Geography 
University of Waterloo, Waterloo, Ontario 

ABSTRACT 

Geomorphological mapping today represents an 
important method for regional geomorphologi
cal surveying. It makes use of data con
cerning land forms, including existing air 
photographs. The more widespread application 
of air photography and photo interpretation 
becomes feasible through the use of cheap 
simple and flexible systems of small fram~ 
cameras (35 or 70 mm). This is referred to 
as Supplementary Air Photography (SAP). 

During a geomorphological mapping, project 
in the area covered by the map, sheet Galt 
1:50.000, (SW Ontario), in summer 1971, four 
Hasselblad cameras were used for this type of 
photography. 

INTRODUCTION 

Geomorphology as an earth science deals with 
land f~rms and tries to explain the origin, 
evolution and future development of the re
lief. The analysis of land forms should take 
morphographic, morphometric, morphogenetic 
and morphochronological aspects of the relief 
into consideration. Each of these aspects 
can be a separate topic of geomorphological 
studies, but only comprehensive investigations 
yield sufficient data for valuable regional 
analysis. 

Regional geomorphological surveying underwent 
a rapid development after World War II both 
in Europe and in America. One of the ~rinci
pal methods, which is particularly applied in 
Europe, is geomorphological mapping which can 
be regarded as a form of surveying with the 
construction of special thematical maps as an 
objective. 

Geomorphological maps at large scale should 
present a proper balance of four main geo
morphological aspects: morphography, morpho
metry, morphogenesis and morphochronology. 
The legend for such a map was discussed by 
the S~bcommission on Geomorphological Mapping 
of the International Geographical Union (11) 
and a proposa! has been published together 

with a recommendation for use in detailed 
mapping (3, 9, 12). 

Very often the lack of sufficient geomorpho
logical data causes difficulties in the map 
compilation phase. Many recently published 
geomorphological maps have a limited legend 
which only partially corresponds to the com
prehensive proposals for detailed maps by 
IGU Subcommission. 

Today the importance of air photography and 
and photo interpretation in geomorphological 
surveying is universally accepted. Examples 
of analytical interpretation can be found in 
the well known book by Lueder (7) or in the 
French publication "Photo Interprétation" (10). 
A review of the application of air photographs 
to dynamic and regional geomorphological stu
dies was recently published by F. Fezew (5). 

Publications dealing with the methodology of 
geomorpholgical surveying and mapping (9,13) 
stress two aspects of air photography and 
photo interpretation in particular: 
a. The far applying of air photographs at 

different stages of geomorphological sur
veying, including preliminary photo inter
pretation, field check and final compila
tion of data. 

b. The great usefulness of sequential photo
graphs for obtaining adequate 
morpho-dynamic data. 

In ~pitè of the acknowledged wide applicabili
ty of air photographs to geomorphological sur
veying, the material used, is very often 
rather incidental with respect to time, scale 
and technique. Frequently, the photos have 
been taken for other purposes, e.g., topogra
phie mapping or forest inventory. It is a 
rather exceptional situation when the photo 
mis~ion is organized especially for geomorpho
logical pur~oses, with the time of photography, 
scale and film-filter combination being 
optimal from the geomorphological point of 
view. 

Optimal air photographs can be briefly des
cribed as those which are taken in the season 
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when the morphographical and morphodynamical 
characteristics of the land forms are most 
visible. This problem is important, because 
a quantified geomorphology should have a 
greater input from the photo interpretation 
techniques. 

Geomorphologists will apply air photographs 
more often when the photographie system is 
cheaper, simpler in operation and available 
at the time it is needed. A complete system 
of SAP should consist of: 
1. A set of reconnaissance cameras (35 -or 

70 mm) fitted into a frame that can be 
mounted easily in light aircraft. The 
cameras should be connected to an inter
valometer, so that they can be triggered 
at desired regular intervals. 

2. A light aircraft with a cabin spacious 
enough for the camera mount and for con
venient operation during the mission. 

3. A photographie darkroom equipped for the 
controlled processing of, at least black 
and white air photo films. 

4. A photo interpretation laboratory with the 
necessary instrumentation for visual photo 
examination and photometric measurements. 

At present, many educational institutions in 
Canada have elements of such a system. For 
example, at the University of Waterloo we 
have a set of Hasselblad cameras, whereas 
there is an airphotographic darkroom at the 
University of Guelph. It would be beneficial, 
not only to geomorphology, but to other 
sciences.as well, to collect information about 
existing equipment and to organise working 
groups which then could make joint use of such 
equipment and carry out cooperative p~ojects. 

SUPPLEMENTARY AIR PHOTOGRAPHY IN 
GEOMORPHOLOGICAL SURVEYS 

Supplementary air photograp~y should be taken 
for the purpose of acquiring additional infor
mation on land forms and morpho-dynamic pro
cesses. To attain greatest profit possible 
from SAP, the following aspects should be 
taken into consideration: 
a. The selection of objects and terrains 

to be· photographed. 
b. Time of photography. 
c. Scale of photography. 
d. The selection of cameras and photographie 

material. 

The following is a brief discussion of these 
points. 

a. The Selection of Objects and Terrains to 
be Photographed 

354 

Morpho-structural and morpho-climatic factors 
control the intensity as well as the character 
of morpho-dynamic processes, which consequent
ly show a spatial differentiation. Zones of 
slow morphological evolution alternate with 
zones of intensive morphological activity, 
where the action of such agents as water or 
ice, brings about positive or negative changes 
in the existing relief. 

In each morphological landscape or group of 
land forms (micro, meso, macro), it is possi
ble to distinguish zones, or elements of more 
active land forms, from those with more sta
ble features. The proper recognition and the 
qualitative as well as quantitative character
isation of such morphological "catenas" is 
essential for morphological regionalisation 
and for predicting the morphological evolution 
of the terrain. 

The dynamic approach to morphological land
scape analysis requires the concentration of 
observations and measurements on the dynamic 
elements of landforms. Clearly there is a 
need for more versatile data. These should be 
collected at time intervals appropriate for 
the quantitative description of morpho-dynamic 
evolution. 

It is here that geomorphologists can gain ad
ditional information, exceeding that available 
from conventional photo coverages, but taking 
supplementary photography in morpho-dynamic 
key areas. 

Such areas should be carefully selected on the 
basis of an analysis of topographie, geologic 
and soil maps as well as a field or air 
reconnaissance of the terrain. The examina
tion of photo mosaics and existing conven
tional photographs is also helpful. 

If, for the selection of sample areas, such a 
supporting data are not available, then the 
researcher should use his general knowledge 
of geomorphology and air photo interpretation. 

b. Time of Photography 

What is the best s,eason for geomorphological 
air photography? The problem is important, 
but there is no universal and precise answer. 
In general, the season of photography should 
correlate with the season of maximum activity 
of morpho-dynamic processes. These processes 
are geographically differentiated and depend 
upon such factors as climatic conditions, 
topographie and geographical location, morpho
structural characteristics and man's activity. 



With the use of climatic data the best season 
of photography can be determined in broad 
terms only; e.g., beginning of spring, or 
period of summer rains. A more precise 
timing is complicated by climatic fluctua
tions which can affect the duration of the 
best season as well as the frequency of 
favorable conditions. 

It is also important to remember that some 
microforms of relief whose origin and develop
ment are related to man's activity, are short
lived and can be recorded on air photographs 
at particular seasons and during short 
periods of time only. The capability of a 
supplementary air photography system to 
detect such anthropogenic land forms, 
especially in areas with a great impact of 
man on environment is another advantage. 

c. Scale of Supplementary Air Photography 

The scale of SAP for detailed geomorpholo
gical mapping should be large enough toper
mit the recognition of micro and meso forms 
of relief, as well as of indicators of 
dynamic processes. The range of suitable 
scales is probably from 1:5,000 to 1:40,000 
with the optimum between 1:5,000 and 1:15,000. 
Scales larger than 1:5,000 may cause problems 
for the photographie mission, due to the 
limitation of the camera cycle, when 60% or 
more overlap is required. For Hasselblad 
cameras the practical limit .is an interval 
time of 2 sec. 

Photographs at a scale smaller than 1:40,000 
are useful for geomorphological reconnaissance 
but are more difficult to obtain from small 
aircraft. 

d. Selection of Cameras and Photographie 
Material 

Supplementary air photography can be ob~ained 
by using commercially available cameras 
equipped with motor for film rewind. Several 
publications (1, 2, 4, 8, 14) describe appli
cations of 35 or 70 mm cameras. New models 
of Nikon F-2 Photomic and Cannon F-1 (35 mm 
cameras) have a maximum shutter speed of 
1/2000 sec. and can expose to 5-7 frames per 
sec. During the selection of cameras for a 
SAP system the size of imagery, the capacity 
of the film magazine, the most desirable 
scale of photography and the category of 
aircraft have to be considered. 

SAP with more than one camera makes the 
simultaneous use of different combinations 
of film and filters possible. This leads to 
multispectral photography which usually 

employs one or two black and white films 
(panchromatic or infrared) with a combination 
of various filters. 

If conventional colour, as well as false 
colour photography is desirable, in addition 
to black and white films, the number of 
cameras needed increases to four. A set of 
four reconnaissance cameras, 35 or 70 mm, 
seems to be the present standard. 

The interpretation of morphological features 
is based on both direct and indirect indica
tors. Indirect indicators such as hydrography 
or vegetation are important keys for geomor
phological mapping. For this reason, the 
use of infrared films in combination with 
true colour or panchromatic film is preferable. 

If only two cameras can be accomodated, the 
following order of preference applies: 
1. Conventional colour - Colour infrared 

(false c9lour) 
2. Conventional colour - Black and white 

infrared 
3. Colour infrared - Panchromatic 
4. Panchromatic - Black and white infrared 

Regional morphological differences, local 
hydrographical conditions, as well as land 
use or natural vegetation patterns play an 
important part in the selection of the best 
combination of films. 

SUPPLEMENTARY AIR PHOTOGRAPHS FOR THE MAP, 
SHEET GALT, 1:50,000 

Technical Characteristics 

Supplementary air photographs for the Galt 
area were made in connection with the geo
morphological mapping, project for sheet 
Galt (40P/8 West), carried out by the author 
in summer 1971 (Research grant from NRC). 
Geological characteristic of the Galt terrain 
is presented in Karrow's report (6). 

During the presentation phase a preliminary 
photo interpretation was carried out on the 
basis of conventional air photographs at a 
scale of 1:24,000 (Brant County, Wild RC5, 
May, 1965) and 1:15,000 (Waterloo County, 
Wild RC5, April, 1968). The preliminary photo 
interpretation included an examination of the 
air photographs under mirror stereoscope and 
a delineation of the principal morphological 
forms and boundaries. 

During the mapping season it was possible to 
organise three short photo missions using 
four Hasselblad cameras set up in a special 
fram (fig. 1) and connected to a Robot 
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intervalometer. The Hasselblad camera system 
was originally developed at the Department of 
Geography, University of Waterloo, for another 
project (see paper on ''Multispectral -
Multitemporal Air Photography and Automatic 
Terrain Recognition" by Dieter Steiner). A 
Beaver-Havilland aircraft was available due 
to the courtesy of the Ontario Department 
of Land and Forests. 

The purpose of the project was to investigate 
the applicability of SAP for geomorphological 
surveying and mapping. One particular goal 
was to examine photo scale, films and season 
of photography as parameters. Two perpendi
cular flight lines (N-S and E-W) crossing 
principal morphological units were chosen 
for these missions. Due to some technical 
difficulties the program could be realized 
only in part. The greatest drawback is the 
fact that no photographs could be taken during 
spring season. The timing for the three 
coverages, acquired later in the year, was not 
entirely ideal and was partly dictated by 
aircraft availability and weather condition. 
Photo mission data are presented in Table 1. 

The black and white films were processed 
under sensitimetric control at the Air Photo 
Laboratory, University of Guelph, whereas the 
colour films were processed by the National 
Air Photo Library in Ottawa. So far the 
quality of the processed films have been 
evaluated visually by means of a light table 
and a Bausch anè Lomb Stereo Zoom 70 
instrument. 

It should be noted also that, once the cameras 
are in operation during a flight, lens aper
ture and/or exposure time cannot be varied 
without interr~pting the coverage. This may 
have an adverse affect on film exposure par
ticularly if the illumination of the terrain 
changes rapidly during the mission. 

The visual examination of the films shows that 
the greatest differences in optical densities 
appear ·on the Infrared Aerographic film. One 
lesson learned was that care should be exer
cised when working with black-and-white film. 
It is considerably thinner than regular film 
and a light leakage in a cassette can affect 
it more readily. As a matter of fact, the 
exchange 0f cassettes in the aircraft caused 
an exposure of approximately the first two 
feet of film. Consequently, the use of spare 
magazines preloaded in a darkroom becomes a 
necessity. 

False colour film appeared to be less sensi
tive to the variations in terrain illumination 
that Infrared Aerographic. · Sorne transparen-
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cies have a low degree of colour saturation 
(overexposure) but, in general the well known 
advantages of this film were confirmed. 

The conventional colour (Ektachrome) and the 
panchromatic Tri-X films were more adequately 
exposed as a result of their greater exposure 
tolerance. This is an important aspect for 
SAP. More precise comparisons can be done 
only on the basis of sensitometric measure
ments. 

Photo Interpretation Procedure 

The original colour reversal films and black
and-white diapositive copies were examined 
under a William's viewer with a Bausch and Lomb 
Stereo-Zoom 70. All photographs were ana
lised using direct and indirect criteria 
for the identification of geomorphological 
features. Previously existing data as well 
as field observations and knowledge of the 
terrain were compared during the photo inter
pretation process with the information derived 
from the SAP. This procedure is illustrated 
by some examples. 

Pinehurst Morainic Ridge 

The Pinehurst Morainic Ridge lies south of 
Galt, between HW. 24A and the Grand River 
Valley. It is 2~ km long and oriented NW-SE; 
it has relative elevations of 80-100 feet and 
is dissected by three parallel subglacial 
channels which are visible on the stereogram 
in the form of elongated depressions partly 
occupied by lakes. (fig.2). The lakes are in 
different stages of hydrographical evolution 
due to processes of sedimentation and succes~ 
sion of vegetation. 

The morainic ridge changes through 90° the 
direction of the main channel of the Grand 
River. A steep valley slope with relative 
elevations of approximately 150 feet is 
strongly modulated by eut-back erosion and 
by mass movements. Northeast and southwest 
from the morainic ridge there are gentle 
slopes modulated by fluvial erosion. The 
drainage pattern is visible on all photographs. 
The slopes change gradually into outwash 
plains, which, in NE corner of the photo, are 
dissected by the Grand River Valley. (Fig.3) 

A comparison of a conventional, 1965 air 
photographs with the SAP of July 1971 shows 
the following differences: 

a. Panchromatic photographs of 1965 and 1971 
exhibit a different content of morpho
logically important information. This is 
mainly due to a difference in season of 



photography. On the photographs taken in May 
1965 the topographie surface in the morainic 
ridge zone is much better visible since dense 
tree foliage is absent. After the spring 
thaw lakes show a higher water level and no 
sign .of the off-shore vegetation which 
occurs in shallow water during the summer. 
The erosional bluff of the Grand River Valley 
as well as land slides on the slope also are 
better visible on the May photographs. 

b. Infrared Aerographic film, in comparison 
with panchromatic Tri-X film is clearly 
better in the protrayal of water surfaces 
and drainage patterns but there are only 
small differences in photographie density 
between hardwoods and pastures (Fig. 4). 

c. Of the two colour films, the false colour 
one is better with respect to all hydro
graphical features, drainage patterns 
and boundaries between different plant 
formations. 

A suitability ranking' of the films for geo
morphological mapping in the Pinehurst 
Morainic Ridge area is the following: 1. 
False colour; 2. True colour; 3. Panchromatic 
Tri-X; 4. Infrared Aerographic. 

Hummocky Moraine Landscape (Galt Moraine) 

The photog~aphs shown in Fig. 5 illustrate 
the topographie surface of the Galt Moraine, 
approximately 9 km south of Galt and 5 km 
ENE of Glen Morris. The topographie surface 
of the hummocky moraine consists of irregular 
hills, ridges and hollows with relative 
elevations of 30-60 feet. The drainage 
pattern is in general, irregular. So~e de
pressions do not have a superfici~l outflow, 
and some are connected by ditches. The 
east slope and part of the lacustrine 
accumulation surface are made of younger 
elements of morphology connected with the 
postglacial period. (Fig.6) 

A comparison of the conventional photographs 
taken in May 1965 with the SAP of August 
1971 demonstrates that the summer photographs 
in spite of their smaller scale contain 
more information concer ning land form than 
the May photographs. Differences in vege
tation are correlated with geomorphological 
f eatures more c learly. Hills and depressions 
as well as drainage pattern e l ement s can be 
detected easily. Spe cial attention should 
be paid to the interesting r ectangular 
ground pa ttern which is clearly visible in 
the uppe r l ef t corner of the photograph. (Fig.7) 

An analysis of the colour films* shows that, 
in the hummocky morainic terrain with a 
predominance of pasture land relatively 
small elevations, correlated with differences 
in moisture contents, are more readily appar
ent on false colour film. 

It would appear that the suitability ranking 
of the films is close to the one derived 
from the first example. 

The next two examples are at a different 
scale, approximately 1:7,600. The photo
graphs show small elements of meso or micro
forms of the relief. 

Nith River Valley (1 km West of Ayr) 

Conventional photographs at a scale of 
1:15,000 were taken in April 1967. The 
following features are clearly visible on 
them: river chanpel, fresh sediments accu
mulated along the channel, and the steep 
slope which is visible in spite of the 
forest cover. 

The four photographs of October 1971 show 
interesting differences. The panchromatic 
film is a poor differentiator of vegetation 
and this effectively masks the presence of 
an old river channel. Partly, this may also 
be a result of the season. This channel is 
visible on both infrared photographs (Fig.8). 
The infrared photographs, particularly the 
false colour bring out differences in vege
tation and also give more information in 
shadom. Geomorphological sketch is presented 
on Fig. 9. 

The best single film from a geomorphological 
point of view is false colour one. 

Example of Soil Erosion (Slope of Nith 
River Valley, 3 km W of Ayr 

The SAP of October 1971 show a complex of 
microforms developed on the Nith River 
Valley slope, which has a gradient of approxi
mately 15°. The following microforms can be 
distinguished: 1. Erosional rills; 2. Accumu
lative venners (small fans); 3. Zones of 
degraded soil (Fig. 10,11) 

The relationship betwe en the distribution of 
microforms and the orientation of principal 
man-made features such as roads and small 
scarps is interesting. In the upper part of 

*Infrared Aerographic film was not obtained 
due to a camera failur e . 
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the photo a small scarp intercepts running 
water. Accumulated material increase the 
relative elevation of the scarp. The main 
road also stops the development of rills, 
but unconsolidated excess material accumulated 
on the road has been washed out onto the 
neighbouring field. 

A comparison of the four different images 
shows that microforms are best detectable 
on the false colour film, followed by the 
true colour and panchromatic films. The 
poorest image in this case is provided by 
the Infrared Aerographic film. 

CONCLUSIONS FROM THE EXAMINATION OF 
SUPPLEMENTARY AIR PHOTOGRAPHS 

The results of the visual examination of 
SAP can be summarized as follows: 

1. The photographs taken in July and August 
at a scale of 1:30,500 demonstrate their 
general applicability for geomorphological 
surveying and mapping, particularly in 
nonforested areas. For forest-covered 
terrains it is necessary to take photo
graphs early in spring or late in fall. 

2. The photographs at a scale of 1:7,600 show 
the variability and abundance of microform 
and they can be used for qualitative and 
quantitative analysis of particular ele
ments of relief. 

3. Out of the four films used during the 
experimental SAP project the most suitable 
for geomprphological· purposes was the 
false colour film, followed by the con
ventional colour and the panchromatic 
Tri-X films. 

For future applications of SAP for geomorpho
logical mapping it is necessary to strive for 
optimal conditions. It · is advisable to con
sider the following problems and suggestions: 

1. 

2. 

3. 

There should be a better synchronization 
of photography with the season of morpho
dynamic activity. In our geographical 
zone the majority of photographs should 
be obtained at the beginning of spring. 

To avoid a duplication of conventional 
photographs, in terms of scale, it is 
recommended to take SAP at scales larger 
than 1:20,000. 

Supplementary air photography can be 
restricted, if necessary to two cameras 
loaded with false colour and true colour 
films . Even if only two cameras are 
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required, having four cameras has the ad
vantage, that banks of two can be used 
alternately, then enabling a continuos 
ope ration. 

4. For each project sample areas should be 
selected carefully. This work should be 
done during the preliminary photo inter
pretation phase, and, if possible in 
connection with a field reconnaissance. 

It is also suggested that further advances 
in the application of SAP to geomorphological 
surveying could be brought about by an improved 
technical and scientific cooperation between 
persans and institutions involved in the 
development of earth sciences and aeromethods. 
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Table 1. Characteristic of Photo Missions. 

Date & Time 
of A.P. 

15 June 1971 
T=ll:30 a.m. 

12 August 1971 
T=ll:30 a.m. 

7 October 1971 
T=l0:50 a.m. 

01:10 p.m. 

Cameras 
Lenses 

4 Hasselblads, 
model EL, with 
Biotars f = 
80mm. Remote' 
control with 
intervalometer 
Robot 

3 Hasselblads 
model EL 
(as above) 

4 Hasselblads 
model EL 
(as above) 

Films 

Tri-X 
IR-Aerographic 
Ektachrome 
IR-Aerochrome 

Tri-X 
Ektachrome 
IR-Aerochrome 

Tri-X 
IR-Aerographic 
Ektachrome 
IR-Aerochrome 

Filters 

Wratten 12 
Wratten 87 
HF (3 + 4) 
Wratten 12 

Wratten 12 
HF (3 + 4) 
Wratten 12 

Wratten 12 
Wratten 87 
HF (3 + 4) 
Wratten 12 

Relative 
Aperture 
( ) 

16½ 
5.6½ 
5.6½ 
5.6½ 

22 
8 
5.6½ 

11-16 
4- 5.6 
4- 5.6 
2.8½-4½ 

Exposure 
(sec.) 

) 

~1/500 

) 

) 
)1/500 
) 

) 

~1/500 

) 

Flying 
Height 
Above 
Ground 

8,000 ft. 

8,000 ft. 

2,000 ft. 

Approx. 
Scale 

) 

~1:30,500 

) 

) 
)1:30,500 
) 

) 

~1:7,600 

) 

No. of 
Pictures 

64 
30 
64 
64 

72 
72 
72 

136 
120 
136 
136 

Weather 
Conditions 

Sunny, few 
clouds, 
haze 

Sunny, few 
clouds 

Cloudy, 
short 
periods of 
sun, haze 

Additional Information : Aircraft speed during all missions was 100 m.p.h. Exposure time intervals calculated for 
60% overlap was 15 sec. during the first two missions, and 4.4 sec. during the October 
mission. 
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Figure 2. Pinehurst Morainic Ridge.Stereotriplet, 
SAP, Hasselblad EL, with Biotar 

Figure 3. 

80mm len~ Panchromatic Tri-X film, 
Wratten 12, F-16½, 1/500 sec. 
Flying height 8000 ft. above 
terrain, approx. scale 1:30,500, 
15 July, 1971, h - 11,30 a.m. 

Geomorphological sketch of Pinehurst 
Morainic Ridge. 
Legend: 1. Till plain 2. Hummocky 
till plain 3. Morainic ridges 
4. Slopes of morainic ridges and 
subglacial channels. 5. Glacio
lacustrine plain. 6. Holocene 
Grand River terraces 7. Holocene 
lacustrine and organogenous plains 
8. River bed eut in Quaternary 
deposits 9. a) Abandoned loops 
(eut-offs) b) Depressions in 
subglacial channels. 10. Dry, 
denudation valleys. 11. Lakes 
12. Steps in river bed. 
13 Undercutted bank with land
slides and slumps 14 . Gulliess 
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Figure 4. Pinehurst Morainic Ridge. Comparison of panchromatic and infrared photographs. 
SAP,Hasselblads EL, 15 July,1971,h=ll,30 a.m., 1/500 sec.,Flying hight 8000ft. 
a) Panchromatic,Tri-X film, Wratten 12, F-16~ 
b) Infrared Aerographic film, Wratten 87, F-5,6~ 

Figure 5. Hummocky morain land.scape (Galt Morain). Stereotriplet. SAP, Hasselblad EL with 
Biotar 80mm, Panchromatic Tri-X film, Wratten 12, F-22, 1/500 sec. Flying 
height 8000 ft. above terrain, approx. scale of orginal 1:30.500, 12 August,1971 
h= 11,30 a.m. 
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Figure 6. Geomorphological sketch of hummocky 
morain landscape (Galt Morain) 
Legend: 1. Kettles 2. Slope of till 
plain 3. Lacustrine plain. 
4. Hummocky till plain. 5. River 
bed eut in quaternary deposits 
6. Rills and small denudation 
valleys 7. Ditches 8. Small depresions 
without permanent lakes. 9. Lakes 
in morainic depressions. 

Figure 7. Hummocky morainic landscape 

B 

(Galt Morain) Comparison of conven
tional and SAP photographs. 
a) Conventional air photo, Wild 
RC5, lens 6', May 1965, scale of 
orginal 1:24,000 b) SAP, Hasselblad 
EL, Biotar 80mm, Panchromatic Tri-X 
film, Wratten 12, 1/500 sec. 
12 August, 1971, h-11,30 a.m. 
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Figure 8. Nith River valley (I km west of Ayr) 
Comparison of panchromatic and 
infrared photographs. SAP, 
Hasselblad EL cameras with Biotar 
80mm, 7 October, 1971, h-12,10 
1/500 sec. flying height 2000 ft. 
above terrain. 
a) Panchromatic, Tri-X film, 
Wratten 12, F-11 
b) Infrared Aeorgraphic film, 
Wratten 87, F-5,6 

Figure 9. Geomorphological sketch of Nith 
River valley (1 km west of Ayr) 
Legend: 1 Seasonal channels, abandoned 
loops. 2. Low holocene terrace. 
3. Holocene cultivat~d terrace. 
4. Slopes of valley eut in the 
quaternary deposits. S. Slopes of 
holocene terraces. 6. River eut scar. 
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Figure 10 Soil erosion (slope of the Nith River 
valley, 3 km west of Ayr) Comparison 
of panchromatic and infrared 
photographs. SAP, Hasselblad EL 

figure 11 

cameras with Biotar 80mm, 7 October 1971, 
h-12,15 p.m. 1/500 sec. Flying he1gnt 
2000 ft. above terrain. 
a) Panchromatic, Tri-X film, 
Wratten 12, F-11 
b) Infrared Aerographic film, 
Wratten 87, f-5,6 

Geomorphological sketch. Example of 
soil erosion 
Legend: 1. Recent àccumulation cover 
(fans) 2. CUlminations of small hills 
with washed out (degradated) A 
Horison of soil profile. 3. Slope of 
the valley (gradient 15°) 4. Rills 
5. Man-made scarps and road cuts . 
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TERRAIN ANALYSIS FROM SMALL-SCALE 

AERIAL PHOTOGRAPHS 

Philip Gimbarzevsky, 
Research Scientist, 
Forest Management Institute, 
Canadian Forestry Service, 
Ottawa, Ontario, KlA OH3. 

ABSTRACT 

A stereoscopic analysis of vertical aerial 
photographs provides a firm base for evalua
tion of main environmental factors such as 
regional and local topography, interna! and 
external drainage, vegetative cover, physical 
land characteristics and their interrelation
ships. Such an analysis may be carried out 
at a desired level of intensity. 

Examples of terrain analysis are described 
and illustrated with 1:80,000, 1:100,000 and 
1:160,000 scale aerial photographs. The 
scales used in high alt.itude photography are 
much smaller than those employed in conven
tional aerial photography but larger than 
those expected from satellite imagery. Thus 
experience gained fr6m interpretation of 
small-scale aerial photographs will be 
extremely useful in handling the satellite 
imagery to be available in the near future. 

INTRODUCTION 

The land surface is a common base for all 
earth-oriented disciplines and intimate k~ow
ledge of the ground conditions is equally 
important to a manager of renewable resources 
in his operational planning, to an engineer 
in his work on selection of proper transporta
tion routes, and to a conservationist, inter
ested' in the rational balancing of man's 
impact on the natural environment. In each 
case the final decision is based on an ade
quate familiarity with the land's surface or 
terrain features: topography, kind of surface 
material, moisture conditions, structure and 
type of natural vegetation, presence of open 
waters, man-made features, etc. During the 
past three decades aerial photography has 
played an important role in the acquisition 
of the required information and some types or 
scales of photography became "conventional" 
in the stereôscopic studies or mapping. The 
large and medium scales (1:10,000 - 1:31,680), 
for example, are preferred in photo interpre
tation, smaller scales (1:40,000 - 1:63,360) 
in topographie mapping. 

1st CDN SYMPOSIUM ON REMOTE SENSING, 1972 

Recent advances in remote sensing technology, 
and the introduction of new optics, films 
and processing techniques have produced a 
considerably improved image quality and 
generated a special interest for the small
scale photography among photo interpreters, 
particularly those involved in a rapid evalu
ation of extensive land areas. 

The purpose of this paper is to describe 
briefly the basic concept of air-photo analy
sis of terrain conditions and to demonstrate 
some advantages of the small-scale aerial 
photography in this qualitative analysis. 

A "terrain" is a part of the earth's surface 
not covered by the ocean. It may be dominated 
by land or fresh water, by vegetative caver 
or man-made features. 

A "small" scale in this paper refers to the 
photographs obtained from altitudes greater 
than 30,000 feet above the ground with a 6-
inch or shorter focal length camera. 

A SYSTEMATIC APPROACH TO AIR-PHOTO ANALYSIS 
OF LAND CONDITIONS 

A "terrain analysis" may be simply defined as 
a process of stereoscopic examination of 
aerial photographs or other imagery to extract 
basic data on physical characteristics of 
the area under observation and to determine 
the effect the natural and man-made features 
may have on the specific study, or operations. 
Depending upon the purpose of the study the 
results of terrain analysis may be presented 
at a desired intensity level - as a broa,d 
evaZuation of Zandseape pattern showing eco
logically significant land-vegetation units, 
or as an intensive survey, where the segments 
of the landscape pattern are individually 
identified and classified. 

Figures 1 and 2 are examples of the 1970 
small-scale (1:80,000) photography, where a 
single 9 x 9-inch print covers about 124 
square miles. Using a broad classification, 
the land area may be simply subdivided into 
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several land-vegetation units dominated by 
similar features: a mineral-organic complex 
composed of sand dunes and organic accumula
tions in depressions between the dunes, a 
well-defined river valley, a rough, broken 
bedrock-controlled topography with very steep 
slopes, or an outwash plain composed of 
coarse-textured sand and gravel, with some 
alluvial deposits along the stream valley 
and coarse colluvial accumulations bordering 
the lower slopes of steep hills. 

Occasionally such general analysis may be 
sufficient to provide reaonnaissance-type 
inforrmation, or to select land units having 
specific characteristics for a more intensive 
study. In that case the individual sand 
dunes. portions of the flood plain or particu
lar slope positions may be viewed under a 
proper magnification and mapped as separate 
units. 

The main purpose of the analysis is to pro
vide fundamental information on the area 
under observation and regardless of the 
intensity level, the systematic terrain 
analysis is basically a stratification of 
the land surface into relatively homogeneous 
terrain units having common topographie fea
tures, moisture conditions and kind of sur
face material. This is accomplished through 
a stereoscopic evaluation of main aomponents 
or elements of the image pattern formed on 
the photograph: landform. drainage, erosion, 
vegetation, land use and photo tone (Belcher, 
1948). 

IMAGE COMPONENTS 

La~dform 

Landform is a topographie arrangement of sur
face features and is indicated by relief, 
relative size, shape and orientation of hills, 
ridges, plains and depressions, their degree 
of accordancy and boundary characteristics. 
Small-scale photography is an excellent tool 
for interpretation of regional relief, as 
shown on Figures 1 and 2. A proportion of 
hilly, flat and depressional topography, for 
example, may be estimated quite easily. Also, 
the relative length, width and height, as 
well as the shape of upland on lowland areas, 
their topographie forms, type of slopes, 
surface configuration and their boundary 
characteristics are quite clear and well 
defined. 

Drainage 

Drainage is any natural or artificial channel 
t hat carries runoff. It ma.y be continuous 
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or intermittent, external or interna!. Ex
ternal drainage which is controlled mainly 
by the permeability of surface material and 
ground slope produces typical drainage pat
terns directly related to physical properties 
of the underlying material. A dendritic 
pattern, for example, usually indicates a 
uniform surface material, a rectangular pat
tern with all its variations indicates a 
bedrock-controlled landscape, while a deranged 
or disordered pattern with its irregular 
channels, numerous lakes, ponds and wetlands 
is usually associated with glacial till land
forms. 

Erosion 

Erosion on the land surface ma.y be caused by 
the wind, running water. gravitation or a 
combination of these forces. The shape of 
erosional features, density of occurrence, 
and steepness of gradient usually indicates 
the cohesive properties and the texture of 
surface material. Many gullies develop for 
example, on the surface of fine-grainéd silts 
and clays, in contrast to coarse-textured 
sands and gravels, having very few gullies. 
because of their permeability. 

Vegetation 

Natural vegetation within a climatic region 
is very closely related to physical land 
characteristics and recognition of vegetation 
types is frequently an excellent indicator 
of terrain conditions: kind of surficial 
material, moisture content, depth to under
lying bedrock, etc. In the Boreal Region, 
for example, pure pine stands are usually 
associated with well-drained, medium- to 
coarse-textured materials, while black spruce 
may ·be used as an indicator of poorly drained, 
wet conditions. In addition to ecological 
characteristics of vegetation types and 
regional climate, the effect of forest fires, 
logging, insect damage and other factors 
should be considered in relating vegetative 
cover as an indicator of specific land condi
tions. 

Land Use 

There is frequently a direct correlation be
tween physical land properties and dominant 
land utilization within a particular region. 
Irrigation or drainage ditches for example, 
will indicate moisture conditions. Restric
tion of cultivated fields t o special soil 
types or topographie positions, shape and 
size of cultivated fields, gravel and borrow 
pits, road pattern, rock piles, rock fences 
or any other detai l on the use of the l and 



may provide a valuable clue for a succ~ssful 
evaluation of local conditions. 

Photo Tone 

The earth surface features appear on aerial 
photographs as a pattern composed of various 
shades of grey (black and white photography) 
or as hues of principal colors (color photo
graphy). Because the tonal differences are 
affected by many factors, such as vegetative 
cover, time of photography, bype of film and 
filter, processing, and many others, the photo 
tone should be evaluated with other elements 
of terrain analysis. Tonal differences be
tween the vegetation types in Figure 1, for 
example, also reflect different land features: 
the dark grey tone of stabilized sand dunes 
indicates a vegetation pattern and local 
relief. In comparison with the light grey 
tones of organic depressions between the 
dunes the boundary characteristics are very 
clear. On infrared or color photographs the 
land-surface features will have tonal patterns 
related to the particular spectral region. 
Generally speaking the light tones may indi
cate sand, recently exposed minera! soil, 
bare bedrock, grass, shrubs, deciduous forest 
types or high concentration of calcium car
bonates. Dark tones may indicate a higher 
moisture content, dark colored rocks, clays, 
high organic content or coniferous tree 
species. 

Terrain Factors 

A systematic approach to terrain analysis is 
based on a stereoscopic study of a stereo 
model and subdivision of the land surface 
into relatively homogeneous units composed of 
similar terrain factors: ZoaaZ topography, 
moistu.re aonditions and kind of surfaae 
materiaZ. The vegetative cover, open waters 
and man-made features may be included in the 
original analysis or added at a later date, 
if required. 

Local Topography 

A stereo model is an exact replica of relief 
features of the area under observation and 
locai topography of a land unit may be 
expressed in a descriptive form or by a set 
of conventional symbols (Miles, 1962). A 
graphical presentation (Table 1) of topo
graphical features resembling sections of 
the land-surface profile, has been found to 
be a convenient and simple way to show local 
topography in terrain analyses (Fig. 3 and 
Fig. 4). 

TABLE 1. Local topography 

Symbol Topography 

A Knob or high hill. 

n Hill. 

/""'-
Knoll. 

" Plateau or elevated flat. 

Flat. 

'--"' Depression. 

V Trough. 

\._/ Depressed flat. 

r Scarp. 

,.......,-.. Rolling. 

l'ÏJ Rough. 

Ill Slopes 5%, 5-20%, 20% plus. 

Moisture Conditions 

The moisture conditions may be expressed as 
moisture classes, based on a combination of 
internal drainage or permeability and external 
drainage or runoff. Within a climatic region 
the permeability or downward drainage is 
controlled by the texture of surface material 
and depth of the underlying bedrock. The 
external drainage is a function of topography, 
texture and vegetative cover (Miller, 1968). 
Considering a scale of six moisture classes 
with moisture class 1 (dry, excessively 
drained) and class 6 (very poorly drained) 
as two extremes, the remaining four classes 
(2-5) provide a transition between extremely 
dry and extremely wet conditions: 

Class 1. Dry, rapidly drained land units, 
having an excessive internal or 
external drainage, or both, as 
a result of coarse texture, 
slope, or both. Usually in this 
class eroding steep slopes, 
loose sand and gravel, stratified 
medium sands, sharp morainic 
ridges, exposed bedrock or cres t s 
of bedrock-controlled hills. 

2. This class i s a standard f or a 
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Figure 1. Delineation of landscape patterns. 
Scale 1:80,000 (NAPL), 

Unit Ais a mineral-organic complex composed 
of partly stabilized sand dunes 15-20 feet 
high, surrounded by wet organic depressions. 
Distribution of natural vegetation is closely 
related to landforms, drainage conditions 
and the texture of the surface material, 
Sand dunes are supporting open-growing and 
medium-stocked stands of aspen, pine and 
spruce, while depressions between the dunes 
are poorly drained organic accumulations. 
They may support a growth of scattered black 
spruce or locally occur as "non-forested", 
with some tamarack, dwarf birch and sedges. 

Unit B The Wapity River Valley, with very 
steep, eroded slopes 250 to 300 feet high 
and a narrow flood plain. The south-facing 
slopes support an open growth of a pine-aspen 
stand with numerous bare spots indicating 
recent wind erosion or blowouts. The north
facing slopes are well forested by a spruce
aspen-pine stand about 50 feet high. The 

narrow flood plain supports locally, fairly 
good white spruce stands on recent alluvial 
deposits, 

Unit C Sandy-silty plain with numerous small 
depressions. Medium-stocked 50-60 foot high 
aspen-pine-spruce stand. 

Unit D Mineral-organic complex, similar to 
Unit A, 

Unit E Smoky River Valley about 300 feet deep 
with very steep eroded slopes. Some recent 
slumping at .point S indicates unstable slopes, 
The flood plain shows several meander scars 
(m), abandoned channels and alluvial terraces 
(T). The lower portion of the flood plain is 
a very narrow valley confined to steep eroded 
banks, Vegetation is similar to Unit B. 

Unit F Sandy plain similar to Unit C. 

Unit G 0rganic-mineral complex - similar to A 
and D but with a higher proportion of poorly 
drained organic accumulations. 



3. 

4. 

5. 

6. 

given climatic region; soil is 
usually slightly moist during 
normal summers, except where 
exposed after removal of vegeta
tion. This class may include 
moderate slopes composed of sandy 
material, compacted silty and 
loamy sands, stratified and com
pact fine sands. 

Moderately drained. Soils in 
this class are wet in spring with 
interna! high water table up to 
30 cm from surface, or water 
perched in upper layers in spring 
if lower layer impermeable. 
Occurs usually on gentle slopes 
and flats composed of silty 
material. 

Imperfectly drained. Occurs in 
depressions or flats composed of 
massive clays and silts. Organic 
cap may be present up to 25 cm 
deep. 

Wet, poorly drained. Occurs in 
small depressions and on fringes 
of large swamps. Minera! soil is 
wet all year, may flood in spri~g. 
Organic accumulation from 30 to 
100 cm. In northern latitudes 
the ice pan may support perched 
water. 

Very wet, very poorly drained, 
occurs in broad organic areas. 
Deep peat accumulation (100 cm+) 
and permanent saturation most of 
the year. 

Surface Material 

The kind of surface material comprising the 
landscape unit is directly related to the 
geomorphological process of deposition and 
erosion performed by the glacier ice, water . 
and wind, or a combination of these forces. 
As the landscapes resulting from the action 
of the same forces are generally composed of 
similar materials, the air-photo analysis or 
the surface pattern of an area under observa
tion is based on a recognition of landforms 
and. grouping them by their origin into major 
categories: glacial, alluvial, aeolian, 
organic, gravity and bedrock (Gimbarzevsky, 
1964, 1965). 

The kind of surface material may be expressed 
in general terms by origin (glacial, alluvial, 
e tc.) or as specific classes of texture. For 
most practical purposes the minera! surface 
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material may be placed in three main classes: 
coarse, medium and fine, in addition to a 
separate class for bedrock and organic 
deposits (Table 2). 

TABLE 2. Surface material 

Texture 
Class 

Coarse (c) 

Medium (m) 

Fine (f) 

Organic (o) 

Bedrock (r) 

Material 

Sand, gravel 

Sandy loam, 
silt loam 

Sandy clay, 
sil ty clay, 
clay 

Peat, muck 

Bedrock 

Origin 

Glacio-fluvial, 
lacustrine, 
aeolian, alluvial 

Glacial till, 
some alluvial 
and lacustrine 

Lacustrine, 
alluvial, glacial 
till 

Organic 

Sedimentary, 
igneous, 
metamorphic 

Final results of the analysis provide a strati
fication of the study or project area into 
smaller terrain units separated on the basis 
of their physical properties. They may be 
presented on a topographie map, on a mosaic, 
or left on the original working set of photo
graphie prints used for the interpretation. 
The physical properties may be briefly des
cribed (see description under Fig. 1 and 2) 

' ôr expressed by conventional symbols, as 
shown on the following examples. 

Example 1. 

Terrain symbo 1: lcW 

Interpretation: 

The arrow ( ~ ) indicates a steep, 
southeast facing slope. 

The numeral (1) indicates moisture 
conditions - dry, rapidly drained 
land as a result of a relatively 
steep slope and coarse texture of 
surface material (cW) - (c) coarse, 
(W) wind deposit. 

Example 2. 

Terrain symbol: 2-4 mT 
B 



Interpretation: 

A rolling till plain composed of 
sandy textured till material (mT) 
(m) medium texture, (T) glacial 
till. The unit has a range of 
moisture condition from well 
drained (2) on elevated till to 
imperfectly drained (4) conditions 
in small depressions. The double 

mT 
symbol for material B has been 

used to indicate that sandy till is 
underlain by bedrock (B) less than 
100 cm below the surface. 

Example 3. 

Terrain symbol: \__/ 5-6 pO 

Interpretation: 

Wet (5) to very wet (6) very poorly 
drained depressed fla t ( L./ ) 
filled with organic peat (pO) 
accumulations. 

CONCLUSIONS 

·A completed terrain analysis map or mosaic 
provides in a comprehensive form the essential 
background data on environmental features of 
the area under observation. On some engineer
ing projects these maps or mosaics may be 
used directly in feasibility studies, for 
example, in the selection of proper sites, 
location of granular materials, or pinpointing 
problem areas for spectal investigations. 

The results of the initial terrain analysis 
may be easily modified and adapted for use in 
special studies, such as, land classification, 
hydrology, or bio-physical land classification. 

The land-capability mapping is based on photo
interpretation of physical land characteristics 
and a capacity of the land within a given 
climatic region (1) to produce a specified 
amount of common field crops, forest products, 
(2) to support a wildlife habitat or (3) to 
serve for recreation purposes. The photo 
interpretation procedure is very similar to 
the one described for terrain analysis. A 
glacio-fluvial outwash, for example, will be 
outlined by the land expert as a separate land 
unit, but instead of calling it by name 
("flat, excessively drained, coarse sand and 
gravel") he will assign toit a capability 
class symbol and "limiting factor", which in 
this case will be, moisture deficiency, 
because of the coarse texture. The land 
capability classes are actually a result of a 

deductive terrain analysis. 

Delineation of drainage basins, evaluation of 
infiltration components, estimation of runoff, 
sediment yield, selection of gauging station 
sites, classification of open waters, and 
other land-surface factors related to hydro
logie studies may also be interpreted from 
the terrain-analysis data. 

The bio-physical land classification system is 
based on the survey of main environmental com
ponents - land, vegetation and water, and the 
evaluation of their interrelationship within 
a climatic region. The hierarchical structure 
of this classification (four levels: land 
type, land system, land district and land 
region) permits an intensive use of aerial 
photographs for mapping the recurring pattern 
of landforms, soil and vegetation. The photo
interpretation procedure in bio-physical land 
classification is essentially a terrain analy
sis carried out atone of the four intensity 
levels. The knowledge of physical land 
c-haracteristics may be supplemented with addi
tional information on open waters, vegetation, 
productive capacity, cultural features, to 
provide a firm "land base" for an integrated 
survey of natural resources. 

The past developments of photo-interpretation 
techniques and their continuous improvement 
were possible only through the joint efforts 
of the professionals working in various fields. 
As in the past, the interpreter should always 
consider aerial photography as one of many 
remote sensing tools, and he, the user, is 
best qualified to select the proper scale for 
his job, to judge the usefulness and limita
tions of this tool, and to recommend improve
ments or modifications. The small-scale 
photography is a new tool and also a new 
challenge to the interpreters. It is a fore
runner of even smaller scale satellite imagery, 
which no doubt will be more complex to inter
pret than any small scale available today. 
Thus experience gained from the interpretation 
of the small-scale photographs will be essen
tial in handling satellite imagery in the 
future. 
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from 5 to 25 feet; (D) glacio-fluvi•i 
plain - outwash, deltas, eskers and col
luvial fans, mainly coarse, stratified 
well-drained deposits with some recent 
alluvial silt and fine sand along the 
modern stream. 

2. Detailed terrain analysis - delineation 
of terrain units on the basis of topo
graphie features, moisture conditions and 
surface material. 
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Topography 

Moisture 

Surface 
material 

Il 
Mineral-organic 

complex 

Sand dune ridges and 
organic depressions 

Dry (1) on dunes wet 
to very wet (5-6) 

in depressions 

Wind-blown sand and 
organic accumulations 

(peat) 

-· -

1 
1 
1 

Il 
,,,../,,,.,/~ 1 
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River valley 

Level flood plain 
& very steep slopes 

3-5 on flood plain 
1-2 on slopes 

Alluvial silty sand, 
sand and sandy till 
on eroded slopes 

,1Y1,~ 
1/ 

C 

Plain 

Level 

2-4 

Sandy 
or 
silty 
loam 
(till) 

1 -= '\;: 
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1 1 
1 1 

D 

Mineral-organic complex 

Sand dune ridges and 
organic depressions 

1-6 

Wind-blown sand and 
organic peat 

-

1 

1 

1 1 
1 1 
1 1 

1 
~ , 1 

1 

E F 

River valley Plain 

Level flood 
plain and very Level 

steep slopes 

3-5 flood 
plain 

1-2 slopes 2-4 

Alluvial sand Sandy 
and sandy loam loam, 

sand 

Figure 3. General terrain analysis - diagram of landscape units outlined in Figure No. 1. 
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Organic-
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complex 

Depressions 
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FILM AND FILTER COMBINATIONS FOR THE STUDY OF 
THE PERIGLACIAL LANDSCAPE OF THE HIGH ARCTIC 

P.J. Howarth, 
Department of Geography, 
McMaster University, 
Hamilton, Ontario. 

ABSTRACT 

During the summer of 1971, aerial photography 
at a scale of 1:10,000 was flown in the Res
olute Bay area of Cornwallis Island, N.W.T. 
The same area was covered by panchromatic, 
black and white infrared, colour and colour 
infrared photography. In addition, one strip 
of panchromatic photography was flown at a 
scale of 1:4,000 to obtain detailed inform
ation on small ground features. 

Bedrock in the area is predominantly lime
stone. The landforms, typical of much of 
the High Arctic, include raised and modern 
beaches, marine terraces, alluvial fans, 
talus slopes and a horizontal plateau sur
face. Many of these ~reas have been subject
ed to processes of patterned ground develop
ment and solifluction. 

To date, no assessment has been made of the 
use of different film and filter combinations 
to study the High Arctic environment. This 
paper presents details of the information 
content of the different films for studying 
periglacial features. 

INTRODUCTION 

During the last four surnrners, members of the 
Department of Geography at McMaster Universi
ty have carried out a series of studies at 
Radstock Bay, south-west Devon Island and in 
the area of Resolute Bay, Cornwallis Island 
(Fig. 1). The program has been concerned with 
investigations of the physical landscape and 
research work has been concentrated on studies 
of Arctic beaches, talus slope characteristics, 
drainage basin studies and soil characterist
ics. The use of aerial photograp~s has pro
vided an important source of information both 
for mapping and for interpretation in many of 
these studies. At the same time, the studies 
have provided a wealth of ground truth infor
mation for photo-interpretation of the peri
glacial landscape of this area. 

To date, the photography used has been pan
chromatic coverage obtained from the National 
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Air Photo Library. In order to determine if 
other types of film and filter combinations 
aid the interpretation of landscape detail and 
provide additional information on ground char
acteristics vertical aerial photography using 
four film and filter combinations was flown 
in the Resolute Bay area of Cornwallis Island 
during the summer of 1971. This paper presen
ts a first assessment of this photography and 
indicates the type of information that may be 
obtained concerning landscape characteristics 
within the periglacial environment of the 
High Arc tic. · 

Later work will involve more detailed inter
pretation of selected frames of photography 
from the four types of films, in particular 
the possible differentiation of soil types and 
terrain units that have been mapped in the 
field by Cruickshank (1971). Studies of image 
densities and spectroradiometer measurements 
over various types of terrain will also be 
undertaken. 

REMOTE SENSING IN ARCTIC AREAS 

With such vast areas to be studied in the Can
adian Arc tic, it is apparent that aerial photo
graphy and other remotely sensed data have an 
important role to play in the initial stages 
of geological and geomorphological investigat
ions, resource inventory or site and route 
selection. The majority of photo-interpretat
ion studies in the higher latitudes of North 
America have been concerned with the more veg
etated areas of northwestern Canada, the sub
Arctic and also Alaska. For example, Sager 
(1951) and Frost (1960) have discussed the 
appearance on panchromatic aerial photographs 
of landforms unique to permafrost areas.Frost 
(1960) and Pressman (1963) have been concerned 
with identification of surface materials and 
site and route selection for various engineer
ing projects. To date, studies involving the
rmal infrared imagery and radar imagery have 
been concentrated on investigations of sea ice 
and glacier ice (e.g. Poulin and Harwood, 1966; 
Leighty, 1966), though in the latter article 
reference is also made to terrain character
istics. Apart from the studies of Dunbar and 
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and Greenaway (1956) and Pressman (1963), it 
is difficult to obtain information on the in
terpretation from aerial photographs of the 
characteristics of the landscape of the High 
Arctic, an area that is becoming of increas
ing interest with the growth of oil explorat
ion. 

PHOTOGRAPHY 

The study being undertaken at the present 
time has involved the flying of panchromatic, 
black and white infrared, colour and colour 
infrared photography at a scale of 1:10,000 
over an area near Resolute Bay. Details of 
the films, filters, exposures and times of 
flying are given in Table 1. The photography 
was flown by the ice reconnaissance Beech
craft of the Polar Continental Shelf Project 
carrying a Wild RC-10 camera (with a 6 inches 
focal length lens) belonging to the Glaciology 
Subdivision of the Inland Waters Branch. 

For each type of film in turn, photography 
covering the same area was flown from an alti
tude of 5,000 feet along flight lines running 
approximately north-south. In each case six 
lines were flown, except for the colour infra
red photography for which film was available 
for only five flight lines. In addition, four 
extra lines were flown using the panchromatic 
photography to provide complete coverage of 
the drainage area of the Mecham River, which 
is being studied by members of the Department 
of Geography at McMaster University as part 
of the program for the International Hydrolo
gical Decade. One line of panchromatic 
photography was also flown from an altitude 
of 2000 feet (1:4,000 scale) at an angle to 
the main flight lines to be able to study 
small scale features in detail and to record 
on the photography a series of panels of diff
erent densities which are to be used in further 
studies related to this research program. 

Film processing was arranged through the Re
mote Sensing Division of the National Air 
Photo Library and studies of the photography 
are being made on positive film transparen
cies. 

AREA OF STUDY 

Resolute Bay (74°40'N and 95°00'W) is situat
ed on the southern coast of Cornwallis Island 
(Fig. 1). Bedrock in the area is predomin
antly Ordovician and Silurian in age, and 
within the area covered by the photography 
rocks of the Allen Bay Formation and the Read 
Bay Formation predominate (Thorsteinsson, 
1958). They consist of argillaceous, cryst
alline, crinoidal and dolomitic limestones 
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with occasional thin layers of shale. These 
rocks have been gently folded into a series 
of anticlines and synclines with their axes 
running approximately north-south. These rock 
types and formation are typical of much of the 
Queen Elizabeth Islands. , 

The major physiographic feature is a nearly 
horizontal plateau surface reaching elevations 
of about 200 m. in the Resolute Bay area. 
Similar plateau surfaces up to elevations of 
400 m. can be found in other parts of the 
Queen Elizabeth Islands. 

The coastal zone consists of raised beach 
and lagoonal deposits reaching elevations of 
over 100 m. (Bird, 1967, p. 130). These 
deposits have been produced and exposed during 
isostatic uplift,following retreat of the ice 
after the last glaciation about 9000 years 
ago. 

Separating the plateau and the coastal zone 
is a section of scree and talus slopes which 
in many areas have been developed beneath the 
edge of the plateau. Also included within 
this category are the valley sicle slopes pro
duced by the entrenching of rivers into the 
plateau surface. 

Permafrost underlies the whole area and the 
active layer at the end of the summer period 
averages about 0.5 m. in depth. The sunnner 
period begins in mid-June with most of the 
snow melting by the beginning of July. Freeze 
-up starts at the beginning of September. With 
-in the whole area there are only isolated 
sections of vegetation. The presence of the 
permafrost and its , prevention of subsurface 
drainage lead to the formation of periglacial 
landscape features that are not encountered 
in lower latitudes. 

INTERPRETATION 

Within this section, the appearance on the 
different types of films of various rock types, 
and also landscape features typical of peri
glacial areas are discussed. A number of pap
ers have already been written comparing the 
information content of different types of aer
ial films for studying the physical landscape. 
For example, Welch (1966) has studied a glac
ial area in Iceland, Fischer (1958, 1962) has 
investigated rock types and Anson (1968, 1970) 
has considered the interpretation of geologi
cal formations and soil. With this general 
background of information~the emphasis in this 
study is on the special characteristics of the 
periglacial environment. 



Rock Types 

Although bedrock is infrequently exposed, 
mechanical breakdown of the rock and the small 
degree of soil development often permits the 
identification of the types of bedrock at 
shallow depths beneath the surface. Even 
though the rocks are almost predominantly 
limestones, they do show frequent lithologie 
variations which can sometimes be different
iated on the films. The majority are various 
shades of grey in colour, but yellow, brown 
and orange-pink colouration does occasionally 
occur in some strata (Thorsteinsson, 1958). 

On the panchromatic and black and white infra
red films it is impossible to distinguish any 
tonal variation that may be related to dis
tinct colouration of the rock type, because 
the wide range of grey rocks image in numer
ous grey tones on these films. On the colour 
photography, however, it is possible to prov
ide a much clearer distinction and to trace 
certain rock types for some distance. This 
agrees with Thorsteinsson's (1958, p.29) 
field observations that "it is possible to 
walk for several miles between streams with
out observing an exposure, although ubiquit
ous frost-shattered debris (felsenmeer) of 
bedrock generally permits the tracing of form
ational contacts." 

Of particular interest in this respect is a 
rock type producing a distinctive pale red 
colouration on the colour film. Even on the 
colour infrared film it appears as a green
blue colour, but placing a boundary between 
this and adjacent rock t·ypes is extremely 
difficult on the colour infrared film. This 
is because there is little visual distinction 
between the green-blue and the predominantly 
blue images of the remainder of the rock types. 
The colour infrared film is in fact of less 
benefit than the panchromatic or black and 
white infrared film for differentiating rock 
types, due to the narrow exposure latitude of 
the film. On some frames Qof photography, cer
tain areas are over-exposed, while other areas 
are under-exposed, thereby adding to the prob
lems of interpretation. 

In the area covered by the photography to the 
north of Resolute, where relative relief is 
comparatively subdued, many of the rocks image 
in dark toues on t he panch romatic film. On a 
number of occasions, j ust using the panchro
mat i c film, the dark toues have been mistaken 
fo r areas of vegetation. Although parts of 
t his area consist of the pale red rocks, ref
erred to ab ove , others are dark-grey on t he 
colour film. 

Where rock structure is clearly defined, the 
patterns exhibited can be readily identified 
on all types of film, but where contacts are 
not clearly displayed and continuous, colour 
photography is of definite benefit for geo
logical interpretation. 

Beaches 

.Lowland areas have been modified by beach de
velopment. Raised beach grave! and deposits 
of finer particles occupy many areas to al
titudes of over 100 metres. The raised 
beaches are readily identified on all four 
films as a series of strips extending across 
the landscape, with each strip maintaining a 
more or less constant altitude. In some cases 
the strips represent low ridges and interven
ing hollows; in other cases they are produced 
by different particle sizes of material pro
ducing slightly different image characterist
ics. Thus the pattern produced is one of 
alternating lighter and darker tones or col
ours. 

Along the shoreline, it is possible to distin
guish the present active beach zone. At the 
time the photographs were taken, sea ice still 
occupied Resolute Bay and the active beach 
zone was buried beneath beach-fast ice. Exper
ience with panchromatic photographs, however, 
has indicated that the active beach zone images 
in darker toues than the raised beaches. 

Identification of cracks in the near-shore sea 
ice is also easily achieved on all films and 
can aid the interpretation of near-shore bott
om topography. At the time the photography 
was taken /'puddling" of the ice surf ace due 
to melting was well developed. Only on the 
colour and the colour infrared films was it 
possible to differentiate areas of surface 
"puddling" from areas where the ice had act
ually cracked apart to form holes through the 
ice. In the latter case, images were recorded 
as darker blues. 

In some beach locations, an indication of 
major directions of ice push can be identified 
by small ridges formed as the ice is forced on 
shore. Such features can be readily identif
i ed on all four types of film. 

Solifluction 

Soli f luct i on of surface depos i ts occurs in 
many areas in t his part of the High Arctic. It 
i s a landf orm modifying process which can eff
ect vari ous t ypes of deposits, not only on the 
plateau surf ace, but also in areas of raised 
beaches. I n some cases, s olifluction produces 
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a sheet of saturated surface deposits, some
times it forms individual or inter-connected 
lobes, and in other instances there is just 
a general downslope movement of surface mat
erials producing stripes. Frequently there 
is a sorting of the material across the slope 
into coarse and fine particles which aids 
concentration of water flow down the slope. 

Areas of solifluction can be identified on 
all four types of film by the pattern of al
ternating wet and dry deposits produced by 
the stream and rill flow. The patter~s, in 
this case, can be more easily identified on 
the panchromatic film. This, however, is 
probably due to the fact that parts of the 
black and white infrared film copy have been 
slightly over-exposed and areas of water do 
not show any really dense images. 

On both the colour and the colour infrared 
films, the darker patterns of the solifluct
ion stand out clearly against the surrounding 
landscape. On the colour film it is diffic
ult to obtain an assessment of the relative 
amounts of saturation of the surface materials 
in different areas. The colour infrared film, 
however, shows a greater range of density 
variations associated with the presence of 
varying amounts of moisture. Frequently, 
vegetation is associated with areas of soli
fluction. It helps to emphasize the occurr
ence of solifluction on the colour infrared 
film and appears, to some extent, to be co
related with the amount of saturation of the 
surface deposits. 

Patterned Ground 

Within this classification, features of a 
variety of different sizes may be considered. 
First, are small frost-heaved hummocks av
eraging about 1 m. in diameter. On the aer
ial photographs they produce a textured image~ 
They occur predominantly on near level sur
faces, particularly on the tops of small 
mounds. As the slope steepens, they give way 
to a striped surface. The important factor 
in their identification is correct exposure 
of the film. Particularly if the density of 
the film is too light, they cannot be detect
ed. They appear to be most easily seen on 
the colour infrared film, but as the exposure 
of this type of film is most critical, they 
are frequently not identifiable in many areas 
where they occur. 

The second feature associated with patterned 
ground is the polygon. Many of these, part
icularly in areas of raised beaches, are app
roximately the same size as the frost-heaved 
mounds and difficult to differentiate from 
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them. While these polygons are usually not 
sorted, larger polygons, averaging about 3 m. 
in diameter normally have coarse material 
forming the borders with finer particles in 
the centre. Such polygons, although limited 
in occurrence at Resolute Bay, can be iden
tified on all four types of photography. The 
presence of vegetation helps to emphasize 
their pattern. 

The third and largest category of patterned 
ground is the ice wedge polygon. The majori
ty are 10 m. to 20 m. in diameter, but the 
larger ones are in the range of 75 m. to 100 
m. in diameter. They develop in many areas, 
but can be most clearly identified on deposits 
of finer-grained sediments. In such areas, 
the pattern of the ice wedges is imaged in 
darker tones and colours on the photography, 
due to increased moisture content. They stand 
out clearly a~ainst the generally light col
ouration of the deposits in which they are 
developed, particularly on the colour and col
our infrared films. In some areas of raised 
beaches, ice wedge polygons have developed a 
more regular, rectangular pattern. No one 
film is of particular advantage for identify
ing these polygons as it is just their pattern 
which is recorded on the film. 

Other Features 

Brief mention should also be made of the 
characteristics of the vegetation and water 
bodies in the area. In the limited areas 
where low vegetation occurs (primarily grass
es and masses) it is usually discontinuous. 
This and the light tones of many of the rocks 
makes it difficult to identify the vegetation 
on the black and white infrared film. Even 
on the colour film, the vegetation is diff
icult to distinguish from the surrounding 
browns and greys of the surface deposits. Only 
on the colour infrared film can the vegetation 
be clearly identified by its magenta colour
ation. 

At the time of photography, the larger lakes 
were still covered by ice. Many shallow pools 
also occur, some of which dry up in the later 
parts of summer. On the colour photography 
it is possible to see vegetation differences 
at the bottom of the lakes, but the pools can 
be more readily identified by their bright 
blue colouration on the colour infrared film. 

DISCUSSION 

It is apparent that within the periglacial 
environment of the High Arctic, the pattern 
of different landscape features is one of con
siderable importance in their identification. 



For example, rock structures may be identif
ied from the pattern produced by rocks of 
different lithologies; areas of raised beach 
are characterised by the patterns of indivi
dual ridges or variations in particle size; 
large scale ice wedge polygons have distinct 
geometric patterns, and the downslope move
ment of soliflucted material produces a lined 
pattern on the photography. The patterns can 
be identified on all four types of photogra
phy. In cases where one film and filter com
bination is better than another for identi
fication and delineation of a feature, it is 
because the characteristics of that combin
ation of film and filter produce a greater 
tonal or colour contrast in the final image. 
Thus, for example, the occurrence of moisture 
variations in some areas of patterned ground 
and in zones of solifluction leads to easier 
recognition on the colour infrared films. 

In situations where the pattern of the land
scape features is irregular and uncontrolled, 
colour contrast becomesmuch more important 
than pattern. Thus identification of isolat
ed areas of individual rock types or areas of 
vegetation requires the film and filter com
binations to maximise the colour different
iation. In the case of vegetation, for exarn
ple, colour differentiation on the normal col
our film is not sufficient to provide easy 
identification and it becomes preferable to 
record the near infrared reflectivity of the 
vegetation on the colour infrared film. It 
is suggested that considerations of pattern 
and colour differentiation should be borne 
in rnind when planning aerial photography for 
specific purposes in High Arctic regions. 

In summary,for aerial photography at scales 
of approxirnately 1:10,000 flown during the 
sunnner period in areas of the High Arctic 
similar to Resolute Bay, the following points 
can be made: 

Panchromatic film is adequate for most 
purposes, except for geological mapping 
in areas where structure is poorly 
defined and for vegetation studies. 

Black and white infrared photography 
has no particular advantages over pan
chromatic photography. If the exposure 
on the film copy had been better, 
identification of features where the 
presence of water is important, may 
have been improved. 

Colour photography is especially useful 
for geological mapping, sea ice studies, 
underwater identification and patterned 

ground studies. 

Colour infrared photography is of benefit 
for solifluction and vegetation studies, 
and for identification of sorne aspects 
of patterned ground. 
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FILM 

Panchromatic (r<odak Aero 
XX, Type 2405) 

Black & White Infrared 
(Kodak Infrared Aero, 
Type 2424) 

Colour (Kodak Aero-
colour Neg., Type 2445) 

Colour Infrared (Kodak 
Ektachrome Infrared, 
Type 2443) 

TABLE I 

Details of Aerial Photography flown at Resolute Bay, July 15, 1971 

N.A.P.L. 
FILTERS EXPOSURE TIME (GMT) ROLL AND PHOTO NUMBERS 

1 at f8 500 mm., Pan 2x. 500 sec 22.37 - 23.36 A22365 1 - 230 
A.V. 1•4x 

700 mm., A.V. _l_ sec at f8 21.56 - 22. 28 A22353 1 - 115 
1•4x 300 

none _l_ sec at f8 21.15 - 21.47 A30343 1 - 111 
400 

500 mm., Pan 2x. _l_ sec at f5.6 20.34 - 21.04 A30344 1 - 98 
A.V. 1·4x 250 



0 

FLIGHT UNES 

2 3 4 5 

MILES 

95°E 

Figure 1. Location of Resolute Bay and 
planned flight lines for photography 
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THERMAL INFRARED IMAGERY AT THE 

ST-JEAN-VIANNEY LANDSLIDE 

Marc G. Tanguay 
Département de Génie Géologique 
Ecole Polytechnique, Montréal 

* Jean-Yves Chagnon 
Division de Géotechnique 
Minist~re de·s Richesses Naturelles, Québec 

INTRODUCTION 

A catastrophic landslide of the rnud-flow 
type, or a sensitive clay slide, occurred 
in the vicinity of St-Jean-Vianney and 
Shipshaw rnunicipalities on May 4th, 1971. 
The event took place at about 10:30 p.rn. 
and the major part of slide occurred within 
a few minutes after the initial failure at 
the bank of Petit-Bras strearn. Thirty-one 
lives were lost and 40 houses were destroyed. 
It is believed that the sliding was alrnost 
over and that the final configuration of 
the crater was finalized before midnight. 
However, the area was not fully stabilized 
until a few days after the slide. 

In order to obtain as rnuch information as 
possible about th_e soil conditions and the 
groundwater flow in the area adjacent to the 
rirn of the crater so as to evaluate the 
possibility of further large scale rnovernents, 
the Departrnent of Natural Resources asked 
the Canadian Arrned Forces to launch a 
prograrn of photographie reconnaj~sance 
including thermal imagery, black and white, 
black and white infrared, colour and colour 
infrared films. 

The infrared irnagery was obtained by one of 
the Canadian Arrned Forces rernote sensing 
CF-100 aircraft, for the Quebec Departrnent 
of Natural Resources, using a Reconofa.x 
XIII-A scanner. Most of the photographie 
films were obtained using 70 mm. Vinten 
cameras. Table I gives further information 
on the, types of irnagery, dates, tirne of day, 
bandwidth and weather conditions. 

REGIONAL SETTING 

In order to understand the May 4th slide, 
it is necessary to present a brief outline 
of the regional·geological features. 

Saint-Jean-Vianney is located 1.5 miles north 
of the Saguenay river and approximately six 
miles west of Chicoutimi. 

* Paper approved for publication by the Minis-
ter, Dept. of Natural Resources of Quebec. 
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An extension of the _Champlain sea, sornetirnes 
referred to as the Laflaimnë sea, flooded this 
area sorne 9,000 years ago. The sea receded 
leaving behind a thick sequence of marine 
clay layers covered by a thin veneer of sand. 
These deposits were then uplifted to the 
present level of about 650 feet, arnt were 
subjected to weathering and erosional 
processes. 

The stratigraphy of the surficial deposits in 
the area is: a thin cover of sand and gravel 
of glacial origin ·overlying the bedrock. 
Thick layers of stratified clay, the thickness 
varying frorn _a._ ·f~w' feet up to 300 feet. Thin 
layers of silt are interstratified within the 
ciay. The strata are nearly horizontal with 
minor local variations. Layers of sand up to 
30 feet thick cover the clay. 

The rnechanical properties of the clay are 
generally similar to those of the Champlain 
sea deposits in the St-Lawrence Lowlands; the 
susceptibility of this -clay to sliding is now 
well known. Fourteen slides have been recogn
ized in the Chicoutimi area and the largest 
slide ever to occur in this type of marine 
sedirnents is located at St-Jean-Vianney and 
was described by Lasalle and Chagnon (1968). 
Geochronological studies (C14 rnethod) indicate 
that it occurred sorne 500 years ago. It 
covered an area of approximately 8 square 
miles and affected an estirnated volume of 270 
million cubic yards. More recent studies 
(Tavenas and al., 1971) show that it probably 
occurred in more than one stage. The material 
now found in the crater was displaced during 
these events. The rnunicipality of St-Jean
Vianney is located alrnost entirely within the 
lirnits of the ancient landslide, and the May 
4th slide is entirely within these lirnits. 

Therefore the stratigraphy has been disturbed 
by these various rnovernents and is cornplex, at 
least near the surface. The first slide 
(shown on map of Figure I) deranged the strat
igraphy and was followed by·~he deposition of 
sand layers along the scarp. 
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These deposits were disturbed then and 
covered up by the second slide. Material 
from minor sliding along Rivi~re aux Vases 
to the east also covered these deposits. 

It has been generally considered that the 
remoulded zone of a landslide was stable, 
mainly because of the destruction of the 
original flocculated structure of the clay 
and the removal of the excess water. The 
St-Jean-Vianney area, within the limits of 
the old slides, was not considered likely to 
be affected by further mud-flow slides. 
Therefore the May 4th catastrophe was very 
surprising not only because of its extent 
but simply because it took place completely 
within the limits of a disturbed zone. This 
precisely is one of the reasons that neces
sitated the use of remote sensing monitoring 
in order to see the extent of the endangered 
zone. 

LOCAL SETTING 

A complete geotechnical and hydrogeological 
investigation of the area has been initiated 
by the Department of Natural Resources, after 
the slide. Although the results are not 
fully interpret_ed at this stage, a picture of 
the soil conditions can be outlined on the 
basis of the available data. 

As mentioned above, the stratigraphy is 
complex over the floors of the previous slides 
and has not been worked out in detail yet. 
Further geochronological datais needed to 
outline the sequence of events. The material 
within this zone consists of an heterogeneous 
mixture of sand and clay. At a few different 
locations, the clay is homogeneous and fairly 
massive, as if huge blocks had been moved 
bodily, or the clay is massive but it has 
been reworked. The sand deposits are located 
mostly from Harvey street to the west 
(section A - A, Figure 2). The sand seems to 
extend from the scarp of the previous slides 
as if it had been deposited along the base of 
the perimeter of the ancient crater as talus 
deposits, muchas some sand is now being 
deposited at the bottom of the May 4th slide, 

. along the rim. Sorne sand pockets probably 
result from the burial of the upper horizons 
by the ancient slides. Under the _fàilÜre 
plane of the old slides, the original strat
ified clay is found to a depth of up to 200 
feet. Near the banks of Petit-Bras stream, 
the strata dip 6° to the east. Under the 
clay a thin layer of sand and gravel overlies 
the bedrock. This layer however is not 
continuous. 
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/ Section A - A shows the general aspect of the 
regional and local stratigraphy as indicated 
by a few borings. 

THE MAY 4TH SLIDE 

This event took place during the spring thaw 
and was preceded by heavy rainfall~ amounting 
to 1.44 inch (Tavenas et al., 1971J. A few 
days before the slide the residential devel
opnent zone was partly flooded and some 
sectors were covered by 2 to 3 feet of water. 

Around April 20th, 1971 (the actual date is 
not known), a major landslide occurred along 
the bank of Petit-Bras stream. It was located 
at the base of the May 4th slide, as shown on 
section A-A, and involved an area 200 feet 
wide and 500 feet long. From the evidence now 
available, it is apparent that this slide was 
related to the one that followed it. 

The May 4th slide took place at 10:30 hrs. 
p.m. and extended from Petit-Bras stream well 
into the new residential development area. 
A volume of approximately 9 million cubic 
yards of sand and clay was removed, 1.5 million 
cubic yards of which is believed to have 
remained in the crater. Most of this ma.terial 
was remoulded and flowed down Petit-Bras 
stream, into Rivi~re Aux Vases over a distance 
of 1.8 miles into the Saguenay river. The 
speed of the flow was estimated to be around 
16 mph. and the average height of the flow, 
as measured from the mud cake on the slopes 
of the river banks, was 60 feet. At the mouth 
of Rivi~re Aux Vases, the height of the flow 
was about 35 feet. Most of the houses that 
were taken by the slide were destroyed in the 
rivers and the debris accumulated near the 
site of the bridge downstream which was 
removed bodily into the Saguenay river. 

Following the cessation of movement, much 
water was removed from adjacent areas, thus 
contributing to the stabilization of the 
crater slopes. 

An extensive program of study was launched 
soon after the event, including a geotechnical 
study of the areas adjacent to the slide and 
the Petit-Bras stream and Aux Vases river in 
order to determine the stability of the slopes; 
an hydrogeological study of the old slide in 
and around the zone involved in the ancient 
slides; an hydrological study of the Petit
Bras river and an hydrometeorological study in 
the vicinity of Shipshaw and St-Jean-Vianney. 

While these various programs were underway, 
the slopes of the crater regressed somewhat 



· due to slope trimming by water run-off and 
seepage and the rupture of unstable parts. 
More important was the lowering of the bed 
of Petit-Bras stream. The swiftly .flowing 
Petit-Bras eroded the banks and its bed, 
lowering its channel by as muchas 20 feet. 
This was an unfavorable development which 
aggravated the stability conditions of the 
slopes and had to be corrected as soon as 
possible. Therefore it was decided to stab
ilize the hydraulic conditions by channeling 
the Petit-Bras over a major part of its 
course. This was accomplished rapidly by 
erecting aprops on the bottom of the river 
and retaining walls. These structure were 
made up of gabions, wire baskets filled with 
rocks. 

The results of the studies are not completely 
analysed but they allow _us to outline the 
geological, geotechnical and hydrogeological 
conditions prevailing prior to the May 4th 
slide. Section A - A' (Figure 2) is a 
generalized concept of these conditions. 
Huge sand pockets were held back by a wall of 
clay extending to the Petit-Bras stream. The 
pockets are fairly deep, up to 90 feet, and 
actas water reservoirs where strong hydro
static pressures are built up. These press
ures overcame the clay mass which moved down 
into the valley. 

Sorne soil parameters, as measured on site, 
came as a complete surprise. The shear 
strength of the clay is around 7,000 p.s.f., 
which is very high. The sensitivity on the 
other hand varies from moderate to infinite. 

WOULD THE SLIDE EXTEND FURTHER? 

These technical data now being released as 
the different studies are progressing 
evidently were not available at the time of 
the catastrophy. An emergency situation was 
created and the question was raised immed
iately as to the possibility of other slides 
to occur. The Canadian Armed Forces in their 
assistance program also offered to use their 
reconnaissance and remote sensing equipment 
Aircraft equipped with standard cameras and 
film were dispatched to the site for 
monitoring. Of all the data thus collected 
the black and white infrared photos and the 
thermal infrared imagery became most useful. 

A CF-100 aircraft equipped with basic remote 
sensing instrumentation for civilian uses 
under the Canadian Center for Remote Sensing 
was called to monitor the area. The thermal 
infrared imagery was collected by the Reco
nofax XIII-A scanner. Other equipment in that 

aircraft included a set of Vinten cameras 
which collected the other types of photos. 

Upon delivery of the first imagery available, 
a rapid and detailed interpretation was 
conducted in order to detect seepage zones, 
wet areas or any other information that could 
determine the extent of the danger zone. One 
must remember that several houses were still 
inhabited in the area adjacent to the housing 
complex that had suffered the disaster. 

The first rapid interpretation of the data 
on May the 11th, indicated that seepage zones 
and wet areas could be detected on the 
combined thermal imagery and black and white 
infrared photos. These seepage zones and 
wet areas were thought to be potentially 
dangerous areas of saturated wet and weak 
clays and sands possibly related to some 
artesian conditions or major subsurface infil
tration paths. An emergency drilling program 
was undertaken immediately with the cooperation 
and assistance of the Quebec Department of 
Natural Resources Hydrogeological Branch, and 
evacuation of the threatened houses was / 
ordered at once. 

Examples on the following figures (3,4 and 5) 
show the location of seepage zones that were 
subjected to a close analysis in the field 
and were drilled. Figure 3 shows both the 
thermal infrared imagery and black and white 
infrared photograph for the ground just 
downstream from the Shipshaw embankment and 
dam. This dam which atone time was thought 
to be related to the slide later was proven 
to be in excellent condition. A drill hole 
located at the seepage zone indicated by 
arrow (a) proved that no connection existed 
with the reservoir; only a small amount of 
seepage was occurring which added little 
water to the surface run-off. Arrows (b) 
indicate some ponds due to snow melting which 
substantially added to the run-off (arrows c) 
flowing towards the slide area (arrow d). 
Topographie shadows (arrows e) and anomalies 
due to vegetation (arrows f) could be sorted 
out from the seepage, wet ground and run-off 
areas with the help of the combined thermal 
IR imagery and black and white IR photography. 
Part of the landslide is shown in (g) and the 
residential area that suffered the disaster 
is shown in (h). 

Figure 4 shows other seepage and saturated 
areas which were tested by drilling. Arrow 
(a) indicates a seepage zone east of the 
school at St-Jean-Vianney. Arrow (b) shows 
a seepage zone just north of the school; the 
drill test hole indicated very deep and soft 
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clay starting from the surface at that point. 
Arrows (c) indicate both seepage and run-off 
in a farm field. These zones were drilled 
also. Arrows (d) indicate standing water 
coming from the snow melt and from the sur
face drainage of the rain water (some not 
shown by arrows). Arrows (e) show the May 
4th slide boundary and arrow (f) indicates 
the uppermost boundary of the older slide 
(about 500 years ago). 

Figure 5 shows an interesting case of run-off 
and stagnant waters. .Ar.rows ( a) point at 
ponds of stagnant water much warmer than the 
water seeping and running off as in_di~at~d 
by arrows (b). The infrared black and white 
photographs alone could not help determine 
this situation. The thermal infrared imagery 
as in the two previous cases was the decisive 
input for interpretation. On Figure 5 the 
center of the black and white infrared flight 
line is indicated by lines c - c. Full 
coverage was not possible because of some 
underlap on both types of images. The outflow 
of the seepage and run~off as indicated by 
arrows (d) passed the overlap zone. Arrow (e) 
indicates some interisity level change in the 
scanner, nota terrain anomaly. The thermal 
infrared portion of this figure is in the 4 
to 5 micron band as compared to the previous 
two which were in the 8 - 14 micron band. 

AN EVALUATION OF THE DIFFERENT REMOTE SENSING 
TYPES OF DATA 

The previous section by means of a few 
examples established the usefulness of both 
the thermal IR imagery and the infrared black 
and white photographs. This section deals 
with the total content of interpreted infor
mation for each type of film and imagery with 
a discussion of the respective advantages and 
the different problems. 

THE THERMAL INFRARED IMAGERY 

The first interpretation of the May 10 and 
May 12 thermal infrared imagery was conducted 
on the negative 70 mm. strip films on a small 
light table in order to provide a fast eval
uation of the landslide area and adjacent 
grounds, T°his first level interpretation was 
given all the attention and care and with 
the assistance of the infrared black and white 
photos the following anomalous zones could be 
located and identified: 1) seepage zones, 
2) water run-off, 3) wet soil areas, 4) 
standing waters, 5) topographie shadows, 6) 
dense vegetation, brush and forested areas. 
Of these, the seepage zones, water run-off and 
wet soil areas were retained as a direct input 
for guiding the first drilling program. Sorne 
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anomalies due to shadows, vegetation, water 
bodies not related to the problem or due to 
the weather conditions were discarded. 

In order to make the interpretation most 
effective, no single anomaly could be left 
aside unless it was identified. Once it was 
identified and its cause could be inferred, 
each anomaly was then checked in the field 
and decision was taken on the need of a drill 
hole, based on the terrain conditions and the 
inferred data from the imagery. 

The following figures show some of the inter
pretation problems raised by the thermal 
infrared imagery. One problem of course is 
due to the scale distortions both lateral and 
longitudinal but with some eye and brain 
gynmastics and a topographie base map or 
regular aerial photographs, the interpretation 
of the thermal imagery can be conducted 
relatively fast. Two aspects that are most 
difficult to deal with are the time of the day 
effect on the imagery and the final decision 
as to what is the actual cause of the anomaly. 

On Figure 6, some of these anomalies can be 
sorted out quite readily. The anomalies 
(dark areas in this case) due to vegetation 
(arrows A) and topographie shadows (arrows B 
and white line B) were identified readily. 
The most difficult task was to evaluate the 
origin, type and influence of the conspicuous 
anomalies (C to H) to the upper right of the 
water conduit (K) and the embankment (L). 
The question raised by the C to H anomalies as 
to their possible connection to the water 
body had to be answered as fast as possible 
and the nature of these anomalies determined. 
The C anomalies proved to be standing water 
mainly due to the melting of snow. The D 
anomaly was due to water saturated soils (wet 
soils) and anomaly E was due to both standing 
water and wet soils, partly drained by the 
system of ditches as in F. The Gand H 
anomalies were slightly less _intense;: G was 
due principally to wet soils and H was due to 
a combined effect of short vegetation (shrubs 
and grass) and of surface drainage and wet 
soils. 

The question thus remained as to the relation
ships between these anomalies with themselves 
and most particularly with the substratum. 
The dynamic thermal changes intime for these 
anomalies were not known and were necessitating 
some additional flights. In addition, the 
evidence of the anomalies alignment in a direc
tion towards the landslide crater, indicative 
of some possible underground weakness zone 
connecting with it, was responsible for the 
decision of evacuating a few more houses on 



May 12th in the area between letters DG E F 
and on down the street to the intersection at 
Harvey St. At that moment all of the residen
tial development in M had been evacuated 
already. The following day the rotary drilling 
program was undertaken and the doubts ~~re 
lifted although extensive thicknesses of weak 
clays were encountered in some of the drill 
holes. 

The thermal infrared imagery thus proved most 
useful (1) in locating the wet soils, 
standing water conditions and the possible 
seepage zones; (2) in providing a powerful 
guide to the drilling program; (3) in dis
carding the presence of zones of weakness 
susceptible to slide. 

Figure 7 is an additional example of the 
thermal IR imagery being used for locating 
seeps and run-off in a region down-stream 
from the landslide near the limits of Ship
shaw. Points A show medium size seepage 
zones partly due to the melting of snow and 
to underground water seeping off the tabular 
topographie rise (M) at the water tower E. 
Anomaly B was checked to be a second rate 
seepage and anomaly C corresponded to some 
minor seepage and to some run-off. Anomaly 
D was similar to B, but smaller yet. The 
fears of an eventual slide in that area were 
due to the seepage zones in the clay and to 
the high local relief. There is an actual 
difference of elevation of some 270 feet 
between the water tower base and the bottom 
of the valley at point K. The valley itself 
at K is 130 feet deep. 

Figure 8 is another outstanding example of the 
thermal imagery usability. It is a repetition 
of part of Figure 4 so as to emphasize its 
importance. Cross-section A - A' from Figure 
2 is transferred here and the seepage zones, 
the water run-off and the highly remouïded 
soils of the old slide are much better under
stood in the light of the thermal imagery. 
The seepage zones at B readily were detected 
and the run-off and system of ditches (C) 
could be evaluated easily. The highly 
remoulded zone D covered up by a great many 
small ponds like E could be evaluated. Area 
under D actually corresponds to the grounds 
below the 1st old slide's escarpment (sèe 
also Figure 2). Area under Fis a part of the 
remolded zone D and the forest cover empha
sizes the anoina~y· due to very wet soils. 

The figure 8 thermal imagery also shows a 
highly saturated zone of sands over clay 
indicated by arrows G. This was believed to 
be highly susceptible to· sliding although the 
relief produced by the May 4th slide tempo-

rarily decreased the likelihood of further 
sliding. As the picture shows , this zone Gis 
now connected to the tip of May 4th slide 
through which it drains itself. Area under 
His in a somewhat similar situation except 
that it is forested and it drains itself over 
the scarp of the May 4th slide, with the water 
running off on the slide floor. 

THE BLACK AND WJITTE INFRARED PHOTOGRAPHS 

These photographs were obtained by a Vinten 
camera on 70 nm. film and printed to produce 
9" x 9" enlargments with the regular 60% 
overlap. There was little or no sidelap as 
the flight lines were not planned for a full 
coverage. However these prints sensible to 
the 0.7 to 0.9 micron band were most useful 
because of (1) the geometric properties 
(little or no distortion), (2) a workable 
mapping size for data transfer, (3) and the 
sensing of data in a convenient band allowing 
some discrimination for water, soil moisture 
and vegetation. · 

The method used during the interpretation was 
to interpret the 9" x 9" black and white 
infrared photos using a pocket stereoscope and 
color·pens to delineate all the zones of 
possible interest for the present purpose. 
The thermal infrared imagery on the strip 
negatives were then interpreted and the infor
mative data transferred onto the 9" x 9" 
prints in a different color. 

The black and white infrared photos thus werè 
most useful. This spectral band however was 
limited in that it did not help differentiate 
the wet soil zones from burnt grass, vegetation 
with high evaporation and cloud shadows. 

Besides these limitations these photos proved 
most adequate. With the thermal imagery, they 
provided the best combination of remote sensing 
data to the solution of this particular problem. 

The color films: this film type generally 
produces the most useful information on soils. 
It would have been the case most probably here 
also but the cloud cover was almost continuous 
for all day on May 7th (see Table 1). So from 
the two 70 mm. film rolls that were inspected, 
only about a dozen or more frames were accep
table for interpretation purposes and yet the 
scale was not convenient and they were not on 
target. Therefore, this imagery was not 
subjected to any further examination. 

The color infrared films: this film type is 
well known to be more sensitive to shadows than 
regular color films. For this reason, only a 
few frames were available for interpretation. 
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As rnost of these frames were off the target, 
this irnagery again was abandoned. However, 
one frame was taken just over the la~dslide 
crater. The color balance was good but the 
film slightly over-exposed. It could be 
seen frorn this frame that the photo scale 
was not convenient as in the color film case 
and the color contrasts between soils, water 
and vegetation were too sharp and too high 
to produce a set of data of nruch value. 

The standard black and white photos: in 
addition to the 70 mm. Vinten enlarged black 
and white prints, the normal aerial photo
graphs corne under this category. These 
photos were not particularly useful in terrns 
of interpreted data. They were used rnostly 
for location purposes and they were found 
useful to this project for this reason only. 

DYNAMIC THERMAL INTENSITY CHANGES AS A 
FUNCTION OF TI:ME OF THE DAY 

The collection of thermal infrared scanner 
imagery is known to be affected by the 
thermal behavior of the features being sensed. 
The dynarnic thermal intensity changes or the 
emitted energy as a function of tirne of the 
day generally follows a curved pattern fairly 
similar to a sine function. However, the 
thermal inertia of certain features can 
produce a tirne lag to appear in the cooling
off or in the warrn-up of these features. 
This produces a reversal of gray tones 
between the daytirne anomalies and the night 
tirne anomalies. For instance, the water 
bodies at night are relatively warrner than 
the soils and vice-versa for the day. 

This became rnost important when interpreting 
the St-Jean-Vianney thermal irnagery. Nurner
ous water bodies were of concern in this 
study and the soils conditions as well. It 
became evident early during the irnagery 
interpretation that the daytirne imagery 
procured only part of the answers that were 
looked for. For this reason additional IR 
trace flights were reque~ted as early in the 
day as possible and preferably before the 
sunrise. An additional aspect to the thermal 
behavior of things is the changes as a 
function of tirne over a longer period like 
a week, or even a rnonth. Sorne of the 
anpmalies as it was expected would decrease 
in intensity or even disappear as the amount 
of run-off due to the thawing would decrease, 
leaving the anomalies really due to water 
infiltrations and seepage rnost evident. 
Additional thermal IR coverages thus were 
necessary. 
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The sensor wavelength is another pararneter of 
major importance. In the early surveys at 
St-Jean-Vianney, an 8-14 micron band detector 
was used. For the last survey in August, the 
4 - S micron band was used, When cornparing 
the different images, it appears that the 
8 - 14 micron imagery taken before the sunrise 
gave the maxinrurn of information desired. The 
8 - 14 micron irnagery taken after the sunrise 
procured sorne information but it had to be 
supplernented by the subsequent thermal 
imagery. The 4 - 5 micron was nruch useful 
but it was affected by the weather conditions. 

Figure 9 shows four imagery strips taken at 
different tirnes of the day strips 1 to 3 were 
collected by the Reconofax XIII-A in the 8 -
14 micron band. Strip 4 was collected by the 
Reconofax IV in the 4 - S micron band. Points 
A and B are for location and orientation 
purposes. Points C and Don strip no. 2 
show the standing water (C) in the crater and 
the running water (D) • This was not evident 
on the other strips. On strip 4 running 
water in the strearns is rnost evident and an 
extensive area of rnoist soiis in the remoulded 
zone of the old slide is apparent (arrows E). 
This image also _was taken, at a tirne of the day 
past the ternperature reversals. This zone 
delineated by the E arrows might correspond 
to either a rnoisture condition or to a zone of 
higher pore pressures in the soils. The 
monitoring program at this stage is not suffi
ciently advanced to answer this question. 
Strip no. 3 is closely similar to strip no. 2, 
except for the lack of discrimination between 
standing and running water. 

Figure 10 is a second exarnple of the tirne of 
the day influence for imagery taken under the 
sarne conditions as in figure 9. Here again 
the imagery taken before sunrise on May 12 
was rnost relevant and the flow pattern shown 
in Dis not detected elsewhere except on 
strip no. 1, where it appears in part at point 
E. Strip no. 3 is notas relevant and there 
happens to be either sorne fog or a gain level 
change on the scanner (see point H). Strip 
no. 4 is not very relevant here but it still 
has an input. The tip of lake K is shown in 
part as a very faint change in tone frorn the 
background, as a possible result of a water 
reflectivity changes. The light tone for 
water indicates a partially stagnant condition 
and relatively warrner ternperature. The darker 
tone water bodies are indicative of a running 
condition as for strearn (S) or possibly related 
to underground seepage to the surface thus 
giving a rnuch colder ternperature as for the 
water bodies (W). 



GROUND CONTROL 

In the study of a problem with so many facets, 
it obviously becomes necessary to collectas 
much ground control (ground truth) as possi
ble. And so, for a more complete knowledge 
of the area and for a better understanding of 
the anomalous zones, extensive field checking 
was done by walking. In addition, a program 
of some rotary drill holes as mentioned was 
undertaken rapidly to try and lift the 
remaining doubts of subsequent sliding. Once 
this first program was completed, additional 
monitoring was undertaken which is to be 
reported by the competent people in reports 
to be published at a later date. 

CIVIL ENGINEERING APPLICATIONS OF THERMAL 
INFRARED IMAGERY 

This study of the St-Jean-Vianney landslide 
using different remote sensing imagery types 
showed the numerous uses of the thermal 
scanner imagery. Besides its capability 
of locating seepage zones, wet soils, run-off 
conditions and infiltration, it can be used 
as a powerful means of checking the effi
ciency of ditches and drainage systems. It 
can locate stagnant waters, running waters 
and soil saturation conditions. This type of 
imagery thus can become a powerful and 
reliable source of data for the civil engineer 
dealing particularly with soils and hydrology 
problems. 

CONCLUSIONS 

In the St-Jean-Vianney landslide study using 
five different imagery types as a source of 
data, the following conclusions were reached: 

- the thermal infrared scanner data on 70 mm. 
strip negatives provided most reliable 
information in the guidance of an early 
drilling program designed to lift the 
remaining doubts of additional sliding 

- the thermal infrared scanner data allowed 
to detect the seepage zones, the water 
saturated soils (wet soils), the run-off 
conditions, the standing waters 

- the thermal anomalous zones had to be 
sorted out in order to reject the ones 
due to the vegetation, the topographie _ _ 

shadows, the water bodies not related to 
the landslide and the climatic conditions 

- the optimum combination of remote sensing 
data was provided by both the thermal 
scanner imagery and the black and white 
infrared photographs, the latter being 
used as a base free of distortion for cor
relation purposes 

- the color and color infrared films did not 
yield sufficient data .for interpretation 
because of the cloud conditions that pre
vailed at the time these films were exposed 

- the thermal infrared imagery collected 
before the sunrise yielded the maximum 
useful data in the study of the present 
problem 

- the thermal infrared imagery combined with 
black and white infrared aerial photographs 
can provide a useful monitoring method of 
landslide areas, particularly if repetitive 
coverages can be provided in the early 
period following a slide, and it can be 
used as a fast data collection means to 
assist further field . studies. 
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TABLE 1 ST-JEAN-VIANNEY LANDSLIDE IMAGERY 

IMAGERY ~ TIME BANDWITH 
TYPE 
1. Thermal infrared imagery 

1T007 May 10, 71 9:26 8 - 14 nm 
(1326 GMT) 
sunrise; 5:14 

IT008 May 12, 71 5:45 8 - 14 nm 
(0945 GMT) 
sunrise; 5:11 

1T009 May 15, 71 5:20 8 - 14 nm 
(0920 GMT) 
sunrise; 5:05 

3T001 Aug. 20, 71 6-7:00 4 - 5 nm 

2. 70 - rran photography 

(10-1100 GMT) 
sunrise; N.A. 

INSTRUMENT 

Reconofax XIII-A 
IFOV ~ 2.0 millirad 
The~l Res.= 0.3°C 
Alt. r::: 1000' AGL 

Reconofax XIII-A 
IFOV r::: 2.0 millirad 
Thermal Res.= 0.3°c 
Alt. r::: 1000' AGL 

Reconofax XIII-A 
IFOV r::: 2.0 millirad 
Thermal Res. p 0.3°c 
Alt."" 1000' AGL 

Reconof ax IV 
IFOV r::: 3.0 millirad 
,Thermal Res. r::: O. 1°c 
Alt.""' 1000' AGL 

a- colour May 7, 71 
IR, 

10-12:00 
14-1600 GMT 
sunrise, 
5:17 

0.5-0.9 nm Vinten 

2443 
wratten 12 

b- colour May 7, 71 
IR 
2443 
wratten 12 

c- colour May 7, 71 
8442 
no filter 

d- black May 7, 71 
and 
white 
infrared 
5424 
wratten 89B 

e- black May 7, 71 
and 
white 
Plus-X 
wratten 12 
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10-12:00 0.5-0.9nm 

10-12:00 0.4-0. 7nm 

10-12:00 O. 7-0. 9nm 

10-12:00 O. 5-0. 7nm 

f.,. 3.0" 
1/2000 sec, 
f stop 2.8 

Vinten 
f P 1 3/4" 
1/2000 sec., 
f stop 4 

Vinten 
f ""' 3 .O" 
1/2000 sec., 
f stop 4 

Vinten 
f 1=2 2" - 4" 
1/2000 sec., 
f stop -

Vinten 
f r::i 2" - 4" 
1/2000 sec. 
f stop -

w,EATHER 

10,000' 2/10 scattered 
22,000' 5[10 broken 
temp. ""' 55°F 
wind r::: calm 

1700' broken 
3600' overcast 
temp. "" 40°F 
wind = 115°, 5 MPH 

4500' scattered 
7000' broken 
temp. ""28°F 
wind "'" 195°, 3 MPH 

Overcast, viz. limited 
7 mi., 1-3 mi. in light 
rain and some fog. 
temp. ""61°F 
wind ""ca~ -

1700' 
3600' 

broken 
overcast 

temp. g::, 40°F 
wind F . 270°, 3 MPH 



TABLE 1 ST-JEAN-VIANNEY LANDSLIDE IMAGERY 

3. Standard aerial photographs (abridged list) 

a. Q 64174 77 to Q 64174 - 79, line 
Q 64174 131 to Q 64174 - 134, line 
Q 64176 255 to Q 64176 260, line 

b. Contract 71-705, roll 6920 
Prints 32 to 38 

56 to 61 
159 to 164 
238 to 244 

c. Q 71301 1 to Q 71301 8 
Q 71302 1 to Q 71302 17 

Figure 3: Thermal infrared imagery (above), 
May 10, 1971, 09:26 hr., 8-14 
microns. Mosaic (below) of 
black and white infrared photos, 
May 7, 1971. 

L - 4870, 1964, 
L - 4821, 1964, 
L - 4822, 1964, 

1969, 

1971, 
1971, 

scale 1 15,840 
scale 1 15,840 
scale 1 15,840 

scale 1 24,000 

scale 1 5,000 
scale 1 5,000 
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Figure 4: Thermal infrared imagery (above) 
May 10, 1971, 09:26 hr., 8-14 
microns. Mosaic (below) of 
black and white infrared photos, 
May 7, 1971. 
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Figure 5: Thermal infrared irnagery (above) 
May 12, 1971, 05:45 hr., 8-14 
microns. Mosaic (below) of 
black and white infrared photos, 
May 7, 1971. Scale and flight 
line axis were tried to be made 
compatible. 
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Figure 6: 

Figure 7: 

Figure 8 : 
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Thermal infrared imagery, May 10, 
1971, 09:26 hr., 8-14 microns. 

Thermal infrared imagery, May 10, 
1971, 09: 26 hr., 8-14 microns. 

Thermal infrared imagery, May 10, 
1971, _09: 26 hr . , 8- 14 microns . 



Figure 9: (1) 8-14 microns, May 10, 71, (3) 8-14 microns, May 15, 71, 
9:26 AM 5:20 AM 

(2) 8-14 microns, May 12, 71, (4) 4-5 microns, Aug . 20, 71, 
5:45 AM 10:-11:00 AM 
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Figure 10: (1) 8-14 microns, May 10, 71, (3) 8-14 microns, May 15, 71, 
9:26 AM 5:20 AM 

(2) 8-14 microns, May 12, 71, (4) 4-5 microns, Aug. 20, 71, 
5:45 AM 10:11:00 AM. 
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A POOR MAN'S REMOTE SENSING SYSTEM 

W.B. McCoy 
Civil Engineering Department 
University of Saskatchewan 
Saskatoon, Saskatchewan 

ABSTRACT 

The University of Saskatchewan in co-oper
ation with the Canadian Wildlife Service 
and Ray's Flying Service of Saskatoon, Sask
atchewan, has developed an inexpensive, 
flexible aerial camera system. This system 
is capable of providing standard black/white 
and colour imagery in the visible and near 
infra-red spectra. The system provides a 
convenient link between ground truthing and 
the type of regional imagery which will 
become available with the CF 100 and ERTS 
Systems. 

Professor I.W. Tweddell and the author, in 
considering many of the research projects at 
the University, came to the realization that 
these projects could be assisted by special 
aerial photography. Many of the University 
research projects are well serviced by the 
conventional aerial photography supplied by 
the National Air Photo Library in Ottawa; the 
NAPL provides an excellent and inexpensive 
source of aerial photography. A large number 
of the research projects at the University 
require special photography - that is, photo~ 
graphy which is not available through the 
National Air Photo Library. The research 
problem can be stated as one involving time 
or special viewing. A number of research 
projects are time dependent; the researcher 
must obtain his information at a specific 
time of the day, week, month , or year. A 
number of researchers wish to obtain inform
ation in specific portions of the spectrum 
(i.e. infra-red, blue-green, etc.); this 
requires special purpose photography. Time 
dependent and special purpose photography is 
nota service of the National Air Photo 
Library. 

The University of Saskatchewan suffers from 
the disadvantage that air survey cameras and 
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aircraft are not based in the province of 
Saskatchewan; this means that the cost of 
"deadheading" the aircraft to Saskatoon is 
prohibitive and may deplete the research 
budget. 

Attempts to solve the problem of special pur
pose photography by using a Cessna 172 (high 
wing aircraft) for oblique photography were 
carried out in 1968. It was immediately 
apparent that oblique photography was not 
suitable for many of these projects. 

During 1968, Don Dabbs, a graduate ·student 
who was employed by the Canadian Wildlife 
Service, discovered that removing one panel 
in the floor of a Piper Twin Apache presented 
an opening large enough to mount a camera in 
the vertical configuration. Mr. Dabbs used 
this system over the Cumberland Marsh Project 
for Canadian Wildlife during the summer of 
1968. 

The Surveys and Mapping Branch of the Federal 
Department of Energy , Mines and Resources made 
a research grant available to the Civil Eng
ineering Department, University of Saskatche
wan which permitted the purchase of the neces
sary camera equipment for this system. The 
camera mount was designed and built in the 
winter of 1968/69. The camera and mount have 
been used extensively since that time; the 
various projects are listed in an appendix. 

The camera system is based on the Hasselblad 
camera. The Hasselblad is a Swedish built, 
70 mm camera_ of high quality; in fact, this 
was the type of camera chosen for the astro
nauts on their moon missions. The Hasselblad 
has interchangeable lens from 40 mm to 500 mm, 
giving the photographer great flexibility. 
The 80 mm is the standard angle lens and was 
used for most of the University research. 
There are several magazines available; the 
twelve exposure magazine is standard with the 
camera and is used with ordinary 120 film. 
The University purchased seventy exposure mag
azines; these proved to be most suitable for 
the work. Hasselblad recently announced a 
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500 exposure magazine; this magazine would be 
used on large projects. The camera can be 
purchased as a manually or as a battery oper~ 
ated instrument. The battery operated camera 
cycles in less than two seconds and is more 
easily operated; this type of configuration 
is well worth the additional purchase price. 
The hand operated camera requires about three 
seconds per cycle. 

The camera must be mounted in the aircraft; 
this involves a custom-built mount. The user 
must design his own mount to fit the camera 
and aircraft which is available to him. The 
mount designed for the Piper Twin Apache is 
not necessarily suitable for other aircraft. 
The mount should provide a safe, stable plat
form for the camera and should permit the 
camera operator to see the ground over which 
he is flying. The University camera mount 
has a separate horizontal head which supports 
the camera; this head is mounted on nylon 
clamps which allow the operator to rotate the 
camera about the "Z" axis to compensate for 
drift. The camera head has horizontal pivots 
on the camera mount; these pivots enable the 
operator to use a bull's-eye level bubble to 
bring the camera lens axis vertical. 

The researchers at the University have found 
that generally a photographie scale of 
1:12000 is suitable; on some of the projects 
the scales have differed from this. They 
have generally used transparency type film 
rather than the print type for colour and 
colour infra-red work. Transparencies have 
two advantages over prints. Transparencies 
can be projected to a variety of scales; this 
is especially useful when photos are to be 
used by several researchers - each wishing to 
use a different scale. Transparencies show 
better resolution and detail than do the 
colour prints; this is an important consider
ation when coverage must be limited and 
details are important. 

The University has found that it is advanta
geous to charter the aircraft from a local 
flying service. The researcher who uses a 
local charter service has the advantage of 
flexibility; for example,it requires less 
than half an hour to modify the Apache; this 
means that photography can be flown at very 
short notice . Researchers often wish to 
study ephemeral or unexpected phenomena; the 
flexibility of a local charter makes this 
possible. The researcher will find that the 
local charter owner and his pilots take a 
personal , friendly interest in his work and 
will often be able to provide special service 
for him . The aircraft is a fairly light one; 
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this means that the charter cost is moderate 
and the s_ignificance of this for small research 
budgets need not be belaboured. 

The camera system does have a major disadvan
tage. The Hasselblad camera has a 70 mm for
mat and area coverage does not compare with 
that which can be obtained on the 9-inch 
square format of the normal survey camera. 
The University has not found this to be a seri
ous limitation to the present; the projects 
have involved research studies over llmited 
areas requiring modest line lengths. 

The University has been doing the development 
of the film; this is not recommended. The 
demand for darkroom facilities in research 
projects will fluctuate. The National Air 
Photo Library provides 70 mm development 
service for government and University research 
proj ects; t ·he quali ty of the work is excellent; 
the charge is modest and "turn around" time is 
very reasonable. In the future, the Univer
sity of Saskatchewan will probably use this 
service exclusively. 

The University has been using a single camera 
type of mount to the present. Most research
ers wish to have their projects flown with 
more than one film/filter combination. The 
requirement of multi-spectral studies has led 
to repetitive flights over the same line and 
this has twô disadvantages. The obvious 
disadvantage is the greater cost and time of 
the projectif additional flights are required 
The major disadvantage of multiple flights 
over the same area lies in the fact that the 
coverage on the various flights never do 
exactly correlate and this increases the 
difficulty of cross correlation somewhat. The 
University and Canadian Wildlife Service have 
often co-operated in the past and plan to 
carry this further in the future by "pooling" 
their cameras and building a multi-camera 
mount. 

The new camera mount will accommodate up to 
four Hasselblad Electric Cameras operated 
synchronously. The cameras will be independ
ently attached to the top plate of the mount 
so that the lens collimation can be adjusted 
for photu coverage coincidence. The top plate 
of the mount will be adjustable for level and 
for drift. A Government surplus drift sight 
and an intervalometer will be incorporated 
into the mount . At present, the details have 
not been completed. It is hoped that the 
mount will be built in the near future . 

In conclusion, a researcher who is willing to 
display a bit of ingenuity and to co- operate 



with others, can build an inexpensive, special 
purpose air camera system to further his re
search studies. The researcher will be sur
prised at the diversity of use which will 
develop for the system. 

AIR PHOTO PROJECTS APPENDIX 

Projects carried out by Canadian Wildlife 
Service: 

1. Cumberland Marsh Studies - surnmer 1968; 
this was a study of waterfowl habitat 
photographed in black and white and in 
colour; in part, it was used to test the 
system. 

2. Matador Project - spring 1969; this was 
a flight photographed in colour and 
colour infrared film over the Inter
national Biological study area at Matador, 
Saskatchewan. This flight combined 
further testing of the system with ser
vice to the Matador Research Group . 

3. The Athabasca Delta Project - surnmer 
1969; continuing. This project is the 
prime raison d'etre for the Wildlife 
photographie research. The project is 
an "in depth" continuing study of the 
impact of the W.A.C. Bennett Dam upon the 
ecology of the Athabasca Delta. Photo
graphy is one of the important tools in 
this study. 

4. The South Athabasca Sandhill Study - 1971; 
this is a photo study of the ecology of 
a sandhill area in co-operation with 
Professer J.S. Rowe, University of Sask
atchewan. This study points up the excel
lent co-operation which the Canadian Wild
life fosters with our University. 

Projects carried out by the University of 
Saskatchewan : 

1. Pollution Studies on the South Sask
atchewan River at Saskatoon - 1968 - con
tinuing. In 1968, a few oblique photos 
were flown in colour and black and white 
- in subsequent years vertical photo
graphy missions using .various film/filter 
combinations were flown. During the 
surnmer of 1971 we hired two students 
under the Opportunities for Youth Pro
gramme; a report upon our work until that 
time was submitted to the Resources 
Study Group (University). 

2. Pollution Studies on the North Saskatch
ewan River from Prince Albert - East -
1970 - continuing. This study has par
alleled the South Saskatchewan study in 
most of its details; a report for this 
project was submitted to the Resources 
Study Group. 

3. The Langham Study - 1970/71 - terminated. 
This project was a major geotechnical 
study of a portion of the North Saskatch
ewan River near Langham, Saskatchewan. 
Mr . Ed Wilson, a graduate student in 
Transportation Engineering, wrote his 
Mas ter's Thesis on this project. Mr. 
Wilson carried out a very thorough study 
of the inter-relationships of plants 
soils, geology and groundwater units: 

4. The Potash Salt Project - 1970/71 -
terminated. This was a study conducted in 
the vicinity of a local potash mine by 
Messrs . Olson and Wilkie for their fourth 
year Civil Engineering Graduand Thesis. 
The study was instituted to test the 
practicability of measuring salt fallout 
from the mine stack using plants under 
stress as the indicator. Certain extran
eous elements prevented these men from 
reaching a solid set of conclusions and 
the work was terminated with inconclusive 
results. 

5, The Mercury Pollution Study - 1971 - con
tinuing. The Chemical Engineering Dept., 
University of Saskatchewan , have made 
limited use of our photos on the South 
Saskatchewan River study of possible 
mercury pollution from a chemical plant. 

6 . Arctic Land Use Research - 1971 - con
tinuing. Our group provided a service 
facility for ALUR in that we flew photo
graphie missions for them in the Watson 
Lake, Y.T., project. We supplied photo
graphy only; we did not carry out an 
interpretation role. 

7, Horticultural Studies - 1971 - continuing. 
The Department of Horticulture, Univer
sity of Saskatchewan, requested a number 
of flights in the Saskatoon area, and at 
the Outlook Irrigation area; we supplied 
photography for them and they are present
ly studying this photography. 

8. South Saskatchewan River - 1971 - con
tinuing. Messrs . Rosseker and McAvoy, 
fourth year Civil Engineering students, 
are writing their Graduand Thesis on a 
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geotechnical and sedimentation study of 
the South Saskatchewan River from Cutbank 
to Pike Lake , Saskatchewan . We flew a 
photographie mission in support of this 
thesis in the autumn of 1970 . The area 
is under study at present and no firm 
conclusions have been reached at present . 

9 . Saskatoon Collegiates - 1969 ~ continuing. 
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We have been co-operating with Geography 
teachers in two Saskatoon Collegiates 
since 1969 and have flown several small 
missions for them . The missions we have 
flown to the present have been large 
scale urban photography in black and 
white and colour . The photos are used 
for a number of urban planning studies 
by the collegiate students. 

10 . South Saskatchewan River Ice Study - 1971 
- continuing . This is a study of the 
open water patterns in the ice caver of 
the river in the vicinity of Saskatoon . 
A number of sources of warmed water 
(powerhouse , sewage plant and others) 
maintain certain open water areas in the 
vicinity and we are studying the pat
terns of this open water . 

ll . Moon Lake Study - 1971 - terminated. 
An area on the South Saskatchewan River 
in the vicinity of Moon Lake near Sask
atoon was flown ; R. Hall , a graduate 
student , used these near infrared photos 
for a plant ecology study . In this 
project , our only contribution was the 
photography ; Mr . Hall car ried out the 
remainder of the work . 





Figure 3 
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EFFECTS OF SPECTRAL FILTRATION AND ATMOSPHERIC 

CONDITIONS ON AERIAL PHOTOGRAPHY OBTAINED IN 

1970 and 1971. 

U. Nielsen, 
Research Scientist, 
Forest Management Institute, 
Canadian Forestry Service, 
Ottawa, Ontario, K1A OH3. 

ABSTRACT 

Photography obtained by the Airborne Sensing 
Unit provided material which illustrates many 
of the basic concepts of spectral reflectance, 
atmospheric attenuation and spectral filtra
tion discussed in the paper. These concepts 
have to be understood and the presently very 
limited amount of information concerning 
spectral reflectance and effect of atmospheric 
factors has to be vastly increased if specifi
cations for aerial photography are to be 
optimized. 

INTRODUCTION 

Over the last two years remote sensing has 
become a major research tool for Canadian 
environmental scientists. Although great 
advances have been made in the development of 
sensors aimed at recording electromagnetic 
energy far beyond the visible range of the 
spectrum, photography will probably remain the 
primal technique in monitoring many of the 
earth surface's resources. The capabilities 
of photographie techniques have been greatly 
increased with the development of multiband 
and multidate, and high- and orbital-altitude 
photography. Related to this increase in 
capabilities has been the increase in com
plexity and costs of the photographie missions, 
most of which cannot be repeated when failure 
occurs. Optimum quality of the material 
obtained has therefore become extremely impor
tant. Photography obtained by the Canadian 
Centre for Remote Sensing during 1970 and 
most of 1971 provided material with a wide 
r _ange of quali ty. The pur pose of this paper 
is to discuss some basic concepts which, one 
hopes, will provide a better understanding of 
these quality differences. 

SPECTRAL FILTRATION 

Tonal contrast is one of the most important 
criteria for discrimination of vegetation 
types or, generally, features of the same 
nature on aerial photographs, especially 
when scales are too small to recognize dis
criminating morphological characteristics. 
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Recording of differences in spectral reflec
tance is therefore one of the main tasks of 
aerial photography for interpretation purposes. 
These differences in spectral reflectance are 
usually limited to narrow bands of the photo
graphie spectrum and therefore can only be 
recorded with the proper film-filter combina
tion. Spectral refl~ctance of vegetation, 
especially in the near-infrared, changes with 
the season. Since the timing of phenological 
events is characteristic of species, their . 
separation is much easier on photography 
obtained early in the growing season; pheno
logical variation within species must be con
sidered. In the summer, after leaves have 
reached maximum areal development, spectral 
reflectance of different species tends to 
equalize making a separation more difficult. 
In the fall, differentiation again increases, 
but near-infrared reflectance is, in general, 
considerably lower. Unfortunately data on 
airborne spectral reflectance measurements 
are very scarce and consequently, photographie 
specifications are seldom optimized. 

Film and filters presently available permit 
the recording of almost any portion of the 
photographie spectrum. Simultaneous recording 
of several bands (multiband photography) 
normally increases the interpretation capabil
ities. It has become almost standard pro
cedure to approximately record the three bands 
to be recorded by the return beam vidicon 
sensors aboard NASA's Earth Resources and 
Technology Satellite. The film-filter combin
ations normally used by the Airborne Sensing 
Unit (ASU) are: 

- Film No • . 5063 with a Wratten 12 and a 
Wratten 44 filter (green band), 

Film No. 5063 with a Wratten 25A filter 
(red band) , and 

Film No. 2424 with a Wratten 89B filter 
(near-infrared band). 

There is no apparent reason for the use of two 
filters in the first combination. The ERTS 
band 475-575 nanometers (green) is best 
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covered with the Wratten 58 filter. If a 
slightly narrower band is desired the Wratten 
61 filter could be used. The advantage of 
these two filters as opposed to the combina
tion of the 12 and 44 is their higher trans
mittance (Figure 1) and stability. In addi
tion, the requirement for filter-flatness to 
avoid loss in image sharpness is easier to 
satisfy when one filter is used. Since Film 
5063 has no extended red sensitivity, the 
second combination covers a somewhat narrower 
band than the corresponding ERTS return beam 
vidicon camera (580-640 as opposed to 580-680 
nm.) 

Simultaneously with the ERTS bands the ASU 
often exposed a color-infrared film (Kodak 
Ektachrome Infrared Aero Film 8443 and later, 
Kodak Aerochrome Infrared Film 2443) which, 
in most cases, has been of better quality 
than the black and white films. Since there 
has been some confusion about the use of 
filters with the color-infrared film, a sum
mary of the film's characteristics seems 
justified. 

The color-infrared film has the same three 
dye-forming layers (yellow, magenta, and cyan) 
as the normal-color films, but they are sensi
tized for longer wavelengths (Fritz, 1967). 
Since all three layers are also sensitive to 
blue light (haze), a minus-blue filter 
(Wratten 12 or similar) is always used to 
limit the exposure to wavelengths longer than 
500 nanometers. 

It is important to note, that an increase in 
exposure decreases the density of the dyes 
formed by the reversa! development. Colors 
are therefore not formed by the exposed, but 
rather by the unexposed dyes. Blue light 
will expose the yellow-forming dye of the 
normal-color film; the remaining magenta- and 
cyan-forming dyes will, when developed, com
bine to a blue color. Blue light will not 
expose the color-infrared film (minus-blue 
filter). Green light will expose the magenta
forming dye of the normal-color film (leaving 
the yellow- and cyan-forming dyes unexposed) 
and the yellow-forming dye of the color
infrared film (leaving the magenta- and cyan
forming dyes unexposed). Resulting colors 
will be green and blue respectively. Red 
light will expose the cyan-forming dye of the 
normal-color film and the . magenta-forming dye 
of the color-infrared film. The unexposed 
dyes will combine to red and green colors 
respectively. Near-infrared energy will not 
expose the normal-color film but will expose 
the cyan-forming dye of the color-infrared 
film. Remaining yellow and magenta combine 
to a red col or. 
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The sequence is simple. Both films have 
yellow, magenta- and cyan-forming dye layers, 
exposure of which results in blue, green and 
red colors respectively. The difference is 
the sensitivity, which is to blue, green and 
red energy respectively for the normal-color 
film and green, red and near-infrared energy 
for the color-infrared film with a Wratten 12 
filter. 

Another difference between both color films 
is that the cyan-forming layer (near-infrared 
sensitive) of the infrared film is slower 
than the other two. The reason for this is 
the high near-infrared reflectance of vegeta
tion, which is one of the primary subjects of 
interest. If the speed of the three layers 
is equalized, the reflectance from vegetation 
may yield very low cyan densities (toe of the 
curve in Figure 2). The images would be 
excessively red and small differences in near
infrared reflectance would not be detectable. 
The balance between the three layera can be 
manipulated with the help of additional 
f~lters (Fritz, 1967). Visible-transmitting 
and infrared-absorbing filters, such as the 
Corning 3966, would decrease the amount of 
energy exposing the cyan-forming layer (shift 
the cyan curve further to the right). Visible
absorbing and infrared-transmitting filters 
such as many of the Kodak color-compensating 
(CC), light-balancing and photometric filters, 
would decrease the amount of visible energy 
reaching the film (shift the curves of the 
yellow- and magenta-forming layers to the 
right). 

The optimum filter selection will depend on 
film condition, the thickness and condition 
of the atmosphere through which the reflected 
light must pass, and, of course, the purpose 
of the photography. While film aging and low 
temperatures decrease the sensitivity of the 
film, particularly that of the cyan-forming 
layer, water vapeur in the atmosphere and 
increased thickness of the air mass (high 
altitudes) decrease the near-infrared energy 
reaching the film. The scattering of short 
wavelengths which increases the amount of 
visible energy also weakens the infrared 
record. In any of these cases, visible
absorbing and infrared-transmitting filters 
will restore the balance between the three 
film layers. If the opposite is the case, 
i.e., if the amount of near-infrared energy 
reaching the film is too great compared with 
the visible energy (low-altitude aerial photo
graphy), an infrared-absorbing filter should 
be used. 

The balance between the three film layers can 
also be manipulated by using different 



processing techniques. But this approach is 
difficult to follow in practice. 

A properly exposed infrared film will yield 
good quality color separations. These can be 
obtained by copying the color-infrared film 
onto black and white copying film through the 
proper filters. A Wratten 47B filter would 
transmit blue, which is the record of the 
green reflectance of the original scene. A 
Wratten 58 filter would transmit green 
(record of original red) and a Wratten 25A 
filter would transmit red (record of original 
near-infrared). So far, there is little 
reported on this approach. A test made 
resulted in color separat~ons, which had a 
much higher information cpntent and were of 
far better quality than t?e simultaneously 
exposed black and white films (Figure 3). If 
this is consistent, separate exposure of the 
three bands seems redundatjt. It is stressed, 
that these findings are based on the material 
investigated. Better black and white photo
graphy can be obtained with properly cali
brated systems. 

Since the three dye-forming layers of the 
normal-color films have approximately the 
same speed, and since their spectral response 
is limited to the lesser reflected visible 
energy, they are, perhaps, easier to use than 
color-infrared films. But these character
istics limit their use, at least for vegeta
tion studies, to low altitudes. Their sensi
tivity to blue light causes an extreme con
trast reduction. Contrast ratios, which can 
be 1000:1 at ground level, may be reduced to 
10:1 from high altitudes. Moreover, short 
wavelengths seem to overlap and are difficult 
to separate. Blue and green (vegetation) 
objects will appear in a similar color on the 
photographie record. Haze-cutting filters 
may improve the picture slightly, but do not 
solve the problem. Cutting too much blue 
light will yield an overly yellow image, 
especially if the photograph is exposed at 
low altitudes or in clear atmospheric condi
tions. In this case, a filter similar to the 
Wratten 1A or no filter at all will give the 
best results. The often used combination of 
the HF3 and HF4 or HFS filters has no apparent 
advantage over the use of the HF3 filter 
alone. 

ATMOSPHERIC CONDITIONS 

The light reaching the earth's surface is 
composed of direct sunlight and skylight. The 
latter is solar energy scattered and reflected 
by particles suspended in the atmosphere. The 
proportion of these two components, which is 
strongly affected by atmospheric conditions, 

has a direct influence on the spectral com
position of the light reaching the ground. 
Besides ·smoke, dus t and other solid particles, 
condensed water vapour is the most light
disturbing factor. It increases scattering 
of short wavelengths and absorbs long wave
lengths. Since scattering of reflected light 
reaching the camera increases luminance (but 
decreases contrast), the exposure of films 
recording shorter wavelengths has to be 
decreased. If color-infrared film is used, 
this shift in exposure, added to the absorp
tion of long wavelengths, will further weaken 
the infrared record. At solar altitudes of 
50° and more and for a clear sky condition 
the proportion of visible sunlight to skylight 
is about 3 to 1. With light haze this pro
portion might change to 1 to 30 in favour of 
skylight. Jones and Condit (1948) report that 
the proportion of the two light components 
show considerable variation, even when the 
conditions as appraised visually are the same. 
Undoubtedly there is a need for more research 
in this field to quantify the effect of these 
factors upon photographie exposure. 

The poor quality of some of the photography 
obtained by the Airborne Sensing Unit was 
mostly due to the condition of the atmosphere 
at time of exposure. Quality could be corre
lated with water content as indicated by high 
dew point or high temperature and relative 
humidity. 

Vignetting or light falloff towards the edges 
of the photographs is also a serious problem 
which particularly affects densitometric 
measurements. In addition to lens character
istics and lens aperture used, other factors 
that increase vignetting are under-exposure, 
filters and filter mounts (reflections). 
Vignetting is serious on most photography 
obtained under the remote sensing program. 

OTHER FACTORS 

In addition to the two variables discussed 
above, there are many others which affect 
quality of photographie records. For example, 
the chromatic correction of lenses is impor
tant. A lens corrected for wavelengths of 
500 to 600 nanometers will not yield a sharp 
image resulting from light of shorter or 
longer wavelengths. This consideration is 
very important when using band-pass filters 
(ERTS bands). Ideally, a camera system should 
be optimized for the specific band for which 
it is to be used. 

Another important factor is processing. While 
exposure controls density of a negative, 
degree of development controls density 

413 



differences or contrast. A numerical measure 
for the degree of development is gamma. In 
theory, a gamma smaller than one decreases, 
a gamma higher than one enhances the contrast 
ratios of a scene. But due to many factors, 
partly discussed above, contrast ratios are 
decreased and a gamma higher than one is 
needed to retain the brightness range of the 
scene. Processing should therefore be more 
specific. High-altitude photography should be 
processed to higher gammas than low-altitude 
photography. Also films exposed within the 
three ERTS bands should be processed differ
ently, the record of the shortest wavelengths 
being processed to the highest gamma. 

Processing of color films is much more criti
cal since, in addition to contrast, color 
balance has to be considered. The color
negative film number 2445 can only be pro
cessed to a negative, while the color-reversal 
film number 2448 may be processed either to 
positive or negative. If the original roll 
of film is available to the user, a reversal
type film processed to positive will yield 
the most "truthful" record. By further pro
cessing and printing, the user has to rely 
upon the processor's judgement on the truthful 
color rendition of the scene at time of expo
sure. Color-infrared film should be processed 
to positive only. Negative processing tech
niques available to date produce extremely 
poor results. 

CONCLUSIONS 

One of the main tasks of small-scale aerial 
photography is to record differences or 
changes in spectral reflectance. To optimize 
this recording, a knowledge of the reflectance 
characteristics of the objects of interest and 
the effect of environmental factors on the 
intensity and composition of the reflected 
energy reaching the sensor is mandatory. 
Spectral regions, where differences in reflec
tance are either greatest or lowest could be 
selected. This would eliminate the recording 
of superfluous information and would involve 
reductions in the time and costs of interpre
tation. Unfortunately, there is an almost 
complete lack of reliable airborne data on 
spectral reflectance obtained under similar 
conditions as photography. Data obtained 
from laboratory and field measurements often 
conflict with measurements taken from a 
flying aircraft (Steiner and Gutermann, 1966). 
Also, little is known on the effect of 
environmental variables such as illumination 
and atmospheric attenuation. This absence 
of information leads to superfluous duplica
tions of research experiments, and little 
progress in the improvement of photographie 
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specifications for specific purposes. 

Color-infrared film has been exposed in almost 
every mission flown by the Airborne Sensing 
Unit. For most applications, at least those 
involving vegetation studies, it is the most 
useful film, provided it is properly used. 
The balance of its three dye-forming layers 
can be manipulated with the aid of additional 
filters. Sorne will attenuate the visible 
energy without reducing energy in the near
infrared. This requires an increase in 
exposure, which will better expose the cyan
forming layer. This equalizing of the speed 
of the three layers is often necessary to 
compensate for haze, low near-infrared reflec
tance (late summer and winter for vegetation 
or any season for non-vegetation targets) and 
improper film storage. On the other hand, if 
near-infrared energy reaching the film is 
very high (vegetation targets from low alti
tudes), the density of the cyan-forming layer 
can be increased by using an infrared
attenuating filter. 

At present, 
to recommend 
conditions. 
tive Physics 
the Canadian 

there is insufficient information 
optimum specifications for given 
The activities of the Interpreta
Section to be included within 
Remote Sensing Centre will be 

most welcome. 
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Figure 3. A: Photograph obtained on panchro
matic film (Tri-X, Type 5063) 
with a Wratten 25A filter (red 
transmitting). 
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B: Color separation obtained from 
the original color-infrared 
transparency. The Wratten 58 
filter used transmitted green, 
which is the record of the 
original red reflectance. 



A QUALITATIVE STUDY OF KODAK 
AEROCHROME INFRARED FILM, TYPE 2443, 
AND THE EFFECT PRODUCED BY KODAK 
COLOUR COMPENSATING FILTERS, AT HIGH 
ALTITUDES 

Lt. R.D. Worsfold 
RSEO 
Canadian Forces Airborne Sensing Unit 
CFB Uplands, Ottawa, Ontario 

INTRODUCTION 

AETE Uplands, Photo Development (now 
Can adian Forces Airborne Sensing 
Unit), on August 18, 1970 carried out 
film/filter tests using Aerochrome 
Infrared Film, Type 2443, at altitudes 
of 20,000 feet and 40,000 feet with 
Vinten 492 and Vinten 547 aerial 
reconnaissance cameras. The purpose 
of the test was to contribute film/ 
filter samples to a catalogue of 
examples of forested land, land forms, 
geologic formations, agricultural 
land, and industrial land being 
compiled for mission planning. 
Utilizing the various film/filter 
combinations and evaluating each 
filter with respect to the film, 
selected positive transparencies, 
with seventy millimeter format and in 
stereotriplets, were collected and 
analyzed for use in the Canadian 
Forces Airborne Sensing Unit (CFASU). 

From the examples, a study was under
taken to determine which of the 
examples would give the greatest 
amount of data. It was decided that 
the examples could be interpreted in 
two ways; common photo interpretation 
techniques and infrared information 
content. The results could be 
tabulat ed in relation to each other. 

The film/filter combinations are 
available at CFASU for the use of 
investigators in mission planning. 

TEST AREA 

Three flight lines were flown near 
Kingston , Ontario, Canada (map 
sheet 31D). Line "A" followed a 
path from Simcoe Island located in 
the Lower Gap of the St. Lawrence 
River northwest ·over the Amherst Bar 
to the C. I . L . Ammonia plant east of 
Milhaven , Ontario . Line "B" began 
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due west of Inverary at Loughborough 
Lake northwest over Sydenham Lake to 
the Holleford Crater. Line "c" ran 
from South Lake, south of Seeleys Bay, 
Ontario, due west over Leo Lake to 
Cranberry Lake. The flight lines are 
shown in Figure 1. Flight line "A" 
was eight miles long, "B" nine miles 
and "c" three miles. The cloud cover 
and cloud shadow combined was less 
than 10% on the day of the flight. 

Line "A" includes Amherst Island and 
the shore near Milhaven, Ontario. 
Amherst Island is mainly glacial 
material underlain by Paleozoic lime
stone. The shoreline consists of 
rocky limestone outcrops, glacial 
gravels and sands deposited by 
offshore currents. Amherst Island 
is made up of mixed farms with a few 
areas of deciduous bush. The mainland 
area near Milhaven is similar to 
Amherst Island, low flat glacial 
material underlain by moderately flat 
Paleozoic limestones. The streams on 
the mainland have eut through the 
limestone forming small gorges up to 
thirty or forty feet in depth. 

Line "B" extends from Loughborough 
Lake to the Holleford Crater passing 
from Paleozoic limestones covered 
with thin topsoil and glacial material 
to Precambrian material. The area 
near Loughborough Lake is characteri
zed by limestone cliffs and glacial 
soils and areas of deciduous bush. 
Sydenham Lake in the centre of the 
flight line lies on the boundary 
between the Paleozoic and the Pre
iambrian. Both deciduous and 
coniferous vegetation are found in the 
area. The area near the Holleford 
Crater also lies on the Paleozoic/ 
Precambrian boundary and is famous for 
the Holleford Crater formed when a 
meteorite struck the earth over 
600 million years ago during the Pre 
cambrian. 
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Line "c" over Leo Lake is an area of 
folded precambrian rocks of the 
Grenville Province. There arè a 
variety of rock types and geologic 
structure in the area with pockets of 
glacial soils covered mainly with 
coniferous vegetation. 

SENSOR SYSTEM 

For purposes of the test, a CFl00 
aircraft serial number 100767 was 
used with seven Vinten aerial 
reconnaissance cameras. The gunbay 
contained three Vinten Type 547 
cameras and one Vinten Type 492. The 
nose section of the aircraft contained 
two Vinten 547 1 s and a Vinten 492. 
The shutter speed of the Vinten 547's 
was 1/2000 of a second and the shutter 
speed of the Vinten 492's was 1/800 
of a second. The bay cameras were 
controlled by one intervalometer and 
the nos e cameras a second. There fore, 
bay cameras exposed simultaneously 
and the nose cameras exposed simulta
neously but the two systems were not 
electrically synchronized so there 
was a slight difference in the 
principal point between nose and bay 
imagery. 

The CFl00 is a two seat jet aircraft. 
The cameras are located in unpressu
rized areas of the aircraft; there
fore, they must be remotely controlled 
f rom the navigators section of the 
cockpit. The intervalometers are 
located on the forward navigation 
panel. Because some navigation aids 
had to be removed so the intervalo
meters _could be used, a closed-ckcuit 
tel e vision system was installed 
i n clined fifteen degrees f orward from 
the vertical so accurate trackin~ 
c ould be carried out. 

The original system design was for 
simula t ion of ERTS imagery by the 
b a y cameras and for colour, false 
colour a n d t ra ck r e covery fi l ms in 
the no se ar e a. Alt houg h t h e sys t e m 
was de s igned fo r a special pur p ose 
all came ra s were v e rsa t ile. In st e ad 
of the standard three i nch lens, si x 
inch and o ne and th r e e qu a rt er i nc h 
lenses c ould be u s ed and al l lense s 
had screw on filter holder s fo r a ny 
combination of filters . Exposure was 
controlled by shutter speed , f - stop 
and filtration . The films were 
equally exposed so the evaluation 
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could be carried out by comparing the 
films to each other. 

FILM/FILTER DATA 

Kodak Type 2443 was the film used for 
the film/filter tests in the Kingston 
area. The film is sensitive to the 
visible and near infrared portions of 
the electromagnetic spectrum (Figure 2). 
The visible spectrum ranges from 
400 nanometers to about 700 nanometers 
and the near infrared portion from 
about 700 nanometers to 900 nanometer~ 

Type 2443 is a special colour film 
that has three image layers sensitive 
to green, red, and infrared instead of 
the blue, green, and red of ordinary 
colour film. A yellow filter is used 
to "eut out" blue radiation because 
all three layers are sensitive to 
blue radiation (Figure 3). When the 
film is processed, a blue image is 
recorded for the green sensitive 
region, a green image for the red 
region and a red image for the infrared 
reg ion. The resul ting colours of blue, 
green and red are formed from the 
yellow, magenta, and cyan dyes with 
densities depending upon the propor
tions of green, red and infrared 
reflected by the subject. 

Type 2443 film is normally used with 
a Wratten 12 (Wl2). The Wl2 prevents 
radiation shorter than 500 nanometers 
from being recorded. The sensiti v i t y 
of the yellow for ming layer is from 
500 nanometers to 610 nanometers, th e 
sensitivity of the magenta for mi ng 
layer is from 500 nanome t ers t o 6 90 
nanometers, and t he sensitivit y of the 
cyan forming layer i s f rom 50 0 nano 
meters t o 900 nanometers (F igures 4 
and 5 ) . 

Becaus e the film is sensi t i v e to ag i ng 
and because of di ff er en ces in emulsion 
batches i t is of ten ne c e ssary to apply 
co l our adj us t me n t s. To c a rry out the 
colour adj u stme nt s, colour compensat:i.ng 
filter s ar e u se d . The filters control 
porti o n s of the s pectrum by attenua
ting the el ec tromagnetic radiation . 
Ea ch filte r controls one colour region, 
t r ansmitting one or both of the other 
two colours . 

Th e colour compensating (CC) filter 
absorption curves use diffuse density 
on the vertical scale and wavelength 



on the horizontal scale. The diffuse 
density is the common logarith of 
the reciprocal of transmittance. The 
diffuse density scale is a linear 
scale and cannot be compared directly 
to the logarithmic transmittance 
scale, therefore, tabular data must 
be used in conjunction with absorption 
curves. 

SENSOR PLANNING 

Because of the flying costs and the 
flying time involved, it was decided 
that only one flight could be carried 
out. The CC20 series of filters was 
chosen because the peak diffuse 
densities and hence the transmittance 
minima were approximately one half 
the values of the CC50 series 
(greatest diffuse density). Each 
CC20 filter has its transmittance 
minimum at a certain wavelength. The 
tables correlate the diffuse density 
with transmittance and indicate what 
film layers will receive the least 
exposure when the transmittance curves 
of the CC filters are correlated with 
the spectral sensitivity curves of 
the film. 

Once the wavelengths were characteri
zed and the areas of interest chosen 
the mission was flown and the film 
rolls were tabulated as per Table 1. 

ASSESSMENT 

Two methods of assessment must be used 
to interpret properly the various 
film/filter combinations. The first 
were the standard photo interpretation 
methods of assessing the data as to 
visual information content. Because 
the tests were with false colour film, 
the second method was an assessment 
for infrared content. The method 
involved the study of the samples to 
ascertain the amount of information 
available in the recorded infrared 
region. 

Results Using Standard Methods 

Each frame on the test films were 
analyzed with respect to the major 
features in that area . The inter
pretation was made so as to determine 
what film/filter combination resulted 
in the best qualitative data with the 
intent to classify the combinations 

as to their relative usefulness 
according to standard interpretation 
techniques. The following results 
are the author's opinion based on his 
interpretation. 

Amperst Island -- The water sur
rounding Amherst Island was analyzed 
with respect to the water pattern and 
water penetration. The combinations 
that gave the best results were the 
Wl2 and the Wl2-CC2QM with the 
Wl2-CC20G and Wl2-CC20R also giving 
usable results. For agricultural 
and forested areas the Wl2-CC20M gave 
the best results and the Wl2 almost 
as good. The glacial patterns were 
best observed with the Wl2 and the 
Wl2-CC20M. The Wl2-CC20R and 
Wl2-CC20G showed be~ter than average 
results. The beaches around the 
island were shown equally as well by 
the Wl2, Wl2-CC20M and Wl2-CC20R 
with the Wl2-CC20G also proving 
adequate. Overall the Wl2-CC20M gave 
the best results followed by the Wl2, 
with the Wl2-CC20G and Wl2-CC20R 
being almost the same. The Wl2-CC20B, 
Wl2-CC20C, and Wl2-CC20Y were dark 
and visual interpretation proved 
difficult to impossible. 

Milhaven Industrial Complex (C.I.L. 
Plant) -- There was no stereotriplet 
with a Wl2 available for the area. 
The Wl2-CC20M and Wl2-CC20R showed 
the industrial areas the best with 
the Wl2-CC20B and Wl2-CC20C giving 
adequate results. Water pattern and 
water penetration were best observed 
with the Wl2-CC20M and Wl2-CC20R. 
Agricultural and forested areas 
showed best with the Wl2-CC20M with 
the Wl2-CC20R and Wl2-CC20G giving 
good results. The glacial pattern 
and drainage patterns were best 
shown with the Wl2-CC20M and the 
Wl2-CC20R. The Wl2-CC20M and 
Wl2-CC20R showed the best overall 
results for the area with the 
Wl2-CC20G and Wl2-CC20B giving better 
than average results. 

Loughborough Lake -- The most import
ant feature of the area was its 
geology. Strike and dip, outcrop, 
structure and pattern were most easily 
discerned with the Wl2-CC20M and 
Wl2-CC20B. The remaining filters gave 
adequate results except for the 
Wl2-CC20Y . With respect to water 
pattern and water penetration, the 
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Wl2-CC20M and the Wl2-CC20R were the 
best. Agriculture and forested areas 
showed best with the Wl2-CC20M; the 
Wl2-CC20R and Wl2-CC20G gave 
adequate results. The best overall 
results were with the Wl2-CC20M, 
followed by the Wl2-CC20R and 
Wl2-CC20G. There was no stereotriplet 
with a Wl2 available. 

Sydenham Lake -- The geologic data 
mentioned above for Loughborough Lake 
showed best with the Wl2-CC20M, with 
good results also obtained with ihe 
Wl2, Wl2-CC20R and Wl2-CC20G. Water 
pattern and water penetration showed 
best with the Wl2-CC20M and Wl2-CC20R, 
with all other combinations showing 
reasonable results except the 
Wl2-CC20Y. The agricultural and 
forested areas also showed well with 
all combinations except the Wl2-CC20Y. 
Overall, the Wl2-CC20M gave the best 
results followed by the Wl2-CC20R and 
the Wl2 . 

Holleford Crater -- The geologic data 
was shown equally well by the Wl2, 
Wl2 - CC20M and Wl2-CC20R, as were the 
water pattern, water penetration and 
the agricultural and forested areas. 
The Wl2-CC20M, Wl2- CC2 0R and Wl2 gave 
the best overall results, with the 
Wl2 - CC20Y showing a complete loss of 
data. 

Leo La ke -- The geologi c data showed 
equally wel l with the Wl2 - CC20M and 
Wl2 - CC20R . Agricultural and forested 
areas showed the same as did water 
penetration and water pattern . The 
Wl2 - CC20M gave the best overall 
r esult s, and the Wl2-CC20Y s h owed the 
worst. 

From the abov e results, the various 
film/filter combinations were classi 
fied according to Table 2 with the 
best combination at the top decending 
to the worst . 

Results Using Infrared Content -
Using the second method the samples 
were analyzed for the infrared en
hancemen t produced by ~he compensating 
filters . As with the first method 
each frame of each stereotriplet was 
assessed relative to each combination 
showing the same scene . It was not 
necessary to use the parameters of 
Method 1 as guidelines for Method 2 . 
Based on the infrared assessment , 
Table 3 was established showing the 
order of infrared enhancement from 
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the best to the worst. The 
results are valid for imagery at 
40,000 feet and 20,000 feet. 

DISCUSSION 

Both methods can be used for informa
tion content. The first method can 
be used when it is necessary to 
obtain sharp results as well as 
infrared information from the same 
phtotgraphs. If infrared information 
is of prime importance and sharpness 
not the second method should be used. 

Each table can be subdivided into: 

a) useful film/filter combinations 

b) combinations that do not improve 
upon the Wl2 

c) those that are not usable. 

From Table 2, the Wl2-CC20M, 
Wl2-CC20R and Wl2 are usable combina
tions. The Wl2, the standard 
filtration, gave the usual pinkish
red appearance indicating a high 
infrared return. The sharpness of 
the combination with the Wl2 must be 
considered normal because it is the 
"standard" for near infrared studies. 
The Wl2 - CC20R gave sharper results 
than the Wl2 and the infrared content 
was almost as good. The Wl2-CC20M 
had the sharpest results and the 
infrared record was almost as good as 
the infrared record of the Wl2 . 

The second section from Table 2 was 
the Wl2-CC20G , Wl2 - CC20B and 
Wl2-CC20C . The sharpness of these 
combinations was of a poorer quality 
than the first group . The third 
section was the Wl2 - CC20Y combination . 
It was considered useless for inter 
pretation . 

The second method could also be 
divided into three sections . Section 
one was the Wl2 - CC20B , Wl2 - CC20C and 
Wl2 combinations . Again the Wl2 
was t a ken as the standard . The 
infrared content was improved with the 
Wl2 - CC20C and very much improved with 
the Wl2 - CC20B . 

Section two was the Wl2 - CC20G , Wl2 -
CC20R and Wl2 - CC20M combinations . The 
infrared content of these samples 
approached the infrared content of the 
Wl2 - CC20Y combination , and as in the 



first method no useful information 
was available. 

From the above discussion, Figure 6 
can be drawn. The length of the 
joining lines has no significant 
meaning but the off-centering 
indicates that the infrared content 
is much better than the sharpness for 
the Wl2, Wl2-CC2OG and Wl2-CC2OY 
combinations. 

The reasons for the differences in 
colour balance can best be under
stood from Figure 7. The characteri
st~ curves represent a typical roll 
of Type 2443 film with a Wl2 filter. 
The red curve represents the infrared 
radiation, the green the red radiation 
and the blue the green radiation. 
The CC filters cannot affect the red 
curve because they do not attenuate 
infrared radiation; therefore, the 
colour shifts occur when the blue and 
green curves are shifted. 

When the Wl2-CC2OM combination is 
used the blue curve shifts changing 
the colour balance by removing the 
blue colour from the positive. With 
the Wl2-CC2OR the green curve shifts 
removing the red radiation from the 
positive record. The Wl2-CC2OB 
results in enhancement of the infrared 
radiation because the green and blue 
curves are both shifted resulting in 
decrease in exposure of the green and 
red radiation giving a relative 
increase in exposure of the infrared 
radiation. With the Wl2-CC2OC the 
green curve shifts removing the red 
record from the positive giving a 
relative increase in exposure of the 
infrared and green radiation. In the 
case of the Wl2-CC2OG the green 
cur·ve shi ft s li ghtly gi vi ng a small 
relative enhancement of the infrared 
region. The Wl2 does not change the 
colour balance and the Wl2-CC2OY does 
not cause a relative colour shift. 

The results shown by the Wl2-CC2OY 
imagery indicate that that combination 
results in underexposure of film 
caused by the increase in yellow 
filtration when the yellow Wl2 and 
yellow colour compensating filter 
are combined. 

CONCLUSIONS 

It is apparent from the tests 
that the colour balance, 

can easily be changed by using colour 
compensating filters but the results 
are not always as useful as the 
"standard Wl2 combinat ion". Therefore, 
unless the chosen combination improves 
upon "the standard" it is of no use. 
The Wl2-CC2OB and Wl2-CC2OM greatly 
improve upon the standard and the 
Wl2-CC2OC and Wl2-CC2OR moderately 
improve upon it while the Wl2-CC2OG 
is poorer than the standard, and the 
Wl2-CC2OY causes underexposure. 

It is concluded that the Wl2-CC2OB is 
best suited for enhancement of the 
infrared, and Wl2-CC2~M is best for 
sharpness and good infrared return 
combined. Both are improvements on 
the standard and neither obscures the 
recorded data. 

Based on the tests it is recommended 
that if investigators only have one 
camera available to them they must 
decide between high infrared return 
or a combination of sharpness and 
good infrared record. If more than 
one similar format camerais 
available then both the Wl2-CC2OB and 
Wl2-CC2OM should be used. If more 
than one camerais available but they 
have different formats, the combina
tion that is of most use to the 
investigator should be used with the 
larger format camera and the other 
combination with the smaller format 
camera. 

It is recommended that the "standard 
Wl2 11 should be avoided in any study 
concerned with the near infrared 
because the resulting red overpowers 
the blue and green colours giving 
the whole scene a pinkish-red colour. 

With many sensor configurations, 
four seventy-millimeter format cameras 
are available. Three of the cameras 
are used for what is defined as ERTS 
band photography. The choice of film 
and filter for the fourth camerais 
normally left to the investigator. 
Usually a colour film is used because 
the three ERTS bands can be combined 
using monochromatic light sources to 
forma colour image. Many 
investigators have made the mistake 
of using normal colour film with the 
fourth camera when Type 2443 with a 
Wl2 - CC combination would give them a 
closer approximation to the combined 
ERTS bands. The refore, it is 
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recommended that the fourth camera of 
any ERTS configuration should 
utilize false colour film with an 
appropriate colour compensating ~ilte~ 

It must be noted, that the results of 
the tests are concerned with the CC20 
series of compensating filters. The 
next stage of the experiment will be 
testing of the complete CC Magenta 
and Blue filter series to ascertain 

TABLE 1 

the differences in exposure that can 
result with CClO, CC20, CC30, CC40 
and CC50 filters. 

All results are the author's opinion 
based on his interpretation of the 
test film. Individual investigators 
will have to determine from their own 
needs what filtration is best suited 
for their studies. 

TABLE 2 TABLE 3 

Unit Roll NAPL Roll Film Fil ter Number Number 
(Method 1) (Method .2) 

70/61-66 CP-1100 IR Type 2443 Wl2 1. Wl2-CC20M 1. Wl2-CC20B 
70/61-77 CP-1106 IR Type 2443 Wl2-CC20M 2. Wl2-CC20R 2. Wl2-CC20C 
70/61-78 CP-1107 IR Type 2443 Wl2-CC20R 3. Wl2 3- Wl2 
70/61-79 CP-1108 IR Type 2443 Wl2-CC20B 4. Wl2-CC20G 4. Wl2-CC20G 
70/61-81 CP-1110 IR Type 2443 Wl2-CC20C 5. Wl2-CC20B 5. Wl2-CC20R 
70/61-82 CP-1111 IR Type 2443 Wl2-CC20Y 6. Wl2-CC20C 6. Wl2 -C C20M 
70/61-83 CP-1112 IR Type 2443 Wl2-CC20G 7. Wl2-CC20Y 7. Wl2-CC20Y 

REFERENCES 

·1) Optimum Methods for Using Infra
red Sensitive Colour Film, 
Norman L. Fritz, Photogram
metric Engineering, p. 1128, 
Oct. 1967 

2) Making Colour Infrared Film a 
More Effective High-Altitude 
Remote Sensor, Robt. W. Pease 
and Leonard W. Bowden, Remote 
Sensing of Environment, Vol. 1, 
No . 1, p. 23, March 1969 

3) More Information Relating to the 
High-Altitude Use of Colour 
Infrared Film, Robt. W. Pease, 
Remote Sensing Environment, 
Vol. 1, No. 2, p. 123, 
March 1970 

4) Color Aerial Photos in thè Re
connaissance of Soils and Rocks, 
Abraham Anson, -Photogrammetric 
Engineering , Vol. XXXVI, No. 4, 
p. 343, April 1970 

5) Color Photos, Cotton Leaves and 
Soil Salinity, H.W. Gausman, 
W.A. Allen, R . Cardenas 
R.L. Bowen, Photogrammetric 
Engineering, Vol. XXXVI, No. 5, 
p . 454, May 1970 

6) Color and IR Photos for Soils, 
A.D. Kuhl, Photogrammetric 
Engineering, Vol. XXXVI, No . 5, 
p. 475, May 1970 
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7) Colour Infrared Film as a Negative 
Material, Robt . W. Pease, Remote 
Sensing of Environment, Vol. 1, 
No. 4, p. 195, Dec. 1970 

8) Applied Infrared Photography, 
Kodak Technical Publication, 
M-28, 1970 

9) Kodak Filters for Scientific and 
Technical Users, Kodak 
Technical Publication, 
B-3, 1970 

10) Photographie Remote Sensing 
H. Ross Jackson, Industrial 
Photography, p. 20, Aug . 1971 

11) Kodak Data for Aerial Photography, 
Kodak Technical Publication, 
M-29, 1971 



Figure 1. Flight lines ( Map sheet 3] D Kingston) 
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COLOUR PHOTOGRAPHY FROM THE 

YELLOWKNIFE DISTRICT 

V. R. Slaney, 
Geological Survey of Canada, 
Ottawa, Ontario. 

Of the many remote sensing techniques being 
practiced today, two stand out in their 
practical usefulness to earth scientists. 
One of these concerns the use of small scale 
aerial photography, the kind of photography 
taken from aircraft flying at heights of 
40,000 feet or more. Large areas, up to 400 
square miles, can be covered by a single 
photograph, at the present time and with 
available commercial equipment. 

The second technique, the one which forms the 
basis of this paper, is aerial colour photo
graphy flown at altitudes of up to 10,000 
feet. This paper provides examples of the 
kinds of information that colour photographs 
can show. The cost of obtaining aerial 
photography in Canada is also discussed. 

Of course colour photography is not new. It 
is, however, a fast developing technology. 
Colour corrected lenses are becoming standard 
for all cartographie cameras. Faster films 
permit photography to be carried out at other 
than maximum sun angles and so the flying day 
is extended. And the introduction of auto
matie processing machines, and automatic 
dodging colour printers, will provide more 
even quality of output and hopefully will 
maintain the price of these services at a 
reasonable economic level. 

In the summer of 1970, the GSC Skyvan aircraft 
flew a number of experimental surveys out of 
Fort Smith and Yellowknife in the Northwest 
Territories. Equipment consisted of a gamma
ray spectrometer, thermal infrared scanner, 
and a -number of cameras which included a Wild 
RC8 cartographie camera. · The colour photo
graphs included in this paper were taken with 
this camera during the stay at Yellowknife. 

Yellowknife is particularly suitable for 
photogeological studies because of the sparse 
nature of the soil and vegetation cover and 
because of the availability of geological 
maps of the area at scales up to 1:12,000 
which provide very detailed ground control. 

* Presented at the Symposium under the title 
"Getting Better Photography for Geologists". 

1st CON SYMPOSIUM ON REMOTE SENSING, 1972 

In addition to this, colour photographs of 
the Canadian Shield have a certain rarity 
value, there being hardly any other examples 
on file in the National Air Photo Library in 
Ottawa. 

The geology of the Yellowknife area is shown 
in simplified form in Fig. 1. Very simply 
the geology consists of a succession of 
pillowed and massive lavas, tuffs and 
agglomerates bordered to the west by a 
granitic complex and to the east by a series 
of metasedimentary schists and gneisses. The 
volcanic sequence was intruded at more than 
one period by a very large number of meta
gabbro and metadiorite dykes, sills and 
irregular shaped bodies. A detailed account 
of the geology is contained in the publication 
by Henderson and Brown, 1966. 

The photographs used in this study cover a 
rectangular area approximately fifteen miles 
long and 3.5 miles wide elongated along the 
north-south trending granodiorite-volcanic 
boundary. Photographs were taken from three 
heights, 3,000 feet, 6,000 feet and 7,500 feet 
above average ground level providing average 
photoscales of 1:6,000, 1:12,000 and 1:15,000 
respectively. As mentioned above, the camera 
was a Wild RC8 (9" x 9" format) with a 6" 
focal length lens. The film used was Kodak 
Ektachrome MS type 2448 developed to a 
negative. From the negatives, colour trans
parencies were prepared for stereoscopic 
examination. 

The negatives will shortly be handed over to 
the National Air -Photo Library in Ottawa. 
Prints of the illustrations can then be 
ordered directly from the library. The 
reproductions shown. here are not of the same 
quality as the original transparencies but are 
included t-o demonstrate the features as they 
are described in the text. 

Figure 2 is taken four miles north of 
Yellowknife. The white, cream and pink 
colours represent the western granodiorite 
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and the dark green and buff colours indicate 
the area underlain by volcanic rocks. Point 
1 locates the West Bay fault which in this 
area has a sinistral displacement of about 
3 miles. The Giant Yellowknife Mine at 
point 2 is one of the two gold mines still 
operating in this area. The margin of the 
granodiorite rocks is in places a fault and 
elsewhere is intrusive (point 3) into the 
volcanic assemblage. The granodiorite itself 
is variable in appearance. One form of the 
rock (5) is distinctly paler in colour and is 
ridged indicating the presence of a banded or 
strongly gneissic type of foliation. A 
second form of granodiorite (4) is often more 
pink in colour, does not have visible signs 
of foliation, and is evidently more resistant 
to erosion since it forms bosses of rather 
higher ground. The small nearly circular 
lake point 7, has a 300-foot wide rim of more 
resistant granodiorite. The origin of the 
lake has not been explained. A number of 
prominent gabbro dykes (6) are readily 
distinguished from the granodiorite even 
where individual outcrops are small as in 
the area immediately north of the circular 
lake. There is considerable iron staining in 
the host rock near the margins of the gabbro 
dykes and along the faulted edge of the 
granodiorite. This staining is not readily 
detectible on the black and white photography 
and because of the gradational nature of the 
staining is very difficult to map in the 
field. At point 8 a minor cross fault 
offsets a basic dyke. The banding in the 
volcanics shows particularly well at point 9 
where cherty tuffs are interbedded with basalt 
flows. 

Figure 3 is located immediately southeast of 
figure 2. The West Bay Fault (1) is again 
the dominent structural feature. The ore 
bodies of the Giant Yellowknife mine are 
located along shear planes (2) which can be 
recognized as areas of no outcrop. The sandy 
beach at 3 and the slime pond sediment at 4 
are reminders of the ease with which non
vegetated surfaces can be recognized on 
colour photographs. The dark green volcanics 
west of West Bay Fault are lithologically 
identical to the buff coloured rocks east of 
the fault. The marked contrast in colour and 
resistance to erosion are due to differences 
in metamorphic grade. West of the fault the 
volcanics lie close to the intrusive margin 
of the granodiorite and are metamorphosed to 
epidote-amphibolite grade. East of the 
fault the volcanics lie about 3 miles from 
the eastward extension of the intrusive 
contact and are metamorphosed to green schist 
grade. The buff colouring of the volcanics 
is superficial but is enough to obscure many 
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of the cherty tuff bands (5) and dacite dykes 
(6) that can be mapped so easily in the higher 
grade metamorphic rocks. Outcrops of 
porphyritic quartz dacite can usually be 
recognized by the distinctive pale yellow 
colour. Against the fault, however, the rock 
has a ferruginous stain and is difficult to 
separate from the volcanics. Quartzites of 
the Jackson formation (9) can be recognized 
by the scattered nature of the outcrop 
pattern by the fine laminations (bedding 
traces) visible on the outcrop and by the 
neutral grey colour of the rock. All of the 
rocks within a half mile radius of the Giant 
Yellowknife Mine are stained a darker shade 
than the rocks further away. The difference 
in colour is presumed to be due to the effect 
of gasses and particulate matter originating 
from the mine workings. 

Figure 4 shows a portion of the volcanic 
sequence approximately two miles east of Ryan 
Lake at the northern limit of the photographed 
area. The main feature of interest here is 
the complex of quartz feldspar leucodacite 
dykes and irregular shaped bodies (1) which 
intrude the flows. Many shear zones (2) lie 
close to the strike of the volcanic layering. 
The volcanic formation contains numerous 
dykes and sills of metagabbro and metadiorite, 
most of which are practically identical in 
mineral content with the host rocks. The 
intrusions are very difficult to recognize 
in the field soit is hardly surprising that 
they can only rarely be recognized on photo
graphs. Point 3 shows dark striped areas 
which represent metagabbro dykes. It has not 
yet been determined why the dykes can be 
recognized here and not elsewhere. Point 4 
locates the workings of the abandoned 
Crestaurum Gold Mine. At point 5 there is an 
irregularly shaped outcrop of cream coloured 
cherty tuff which cannot be distinguished from 
the dacite intrusions. 

Figure 5 is centered over Ryan Lake (1). Low 
domes of more massive and resistant pink
tinted granodiorite are shown at 2 and more 
foliated varieties at 3. At point 4 the rocks 
have a colour intermediate between that of the 
volcanics and that of the granodiorite. The 
published maps indicate that the area is 
predominantly granodiorite. A close 
inspection of the transparency shows many 
inclusions of volcanic origin. The rock here 
is clearly of mixed origin and quite different 
to the granodiorite west of Ryan Lake. The 
lesson to be learned is that it may be easier 
to map gradational boundaries on photographs 
than in the field. Point 5 indicates large 
diabase gabbro dykes clearly recognizable 
within the granodiorite because of the colour 



difference and the wall rock staining. Within 
the volcanics, the gabbro can often be 
recognized by its red-brown tink and by the 
occurrence of scattered cream-coloured 
patches of lichen. At point 6 a pair of 
gabbro dykes each two to four feet wide can 
be recognized quite easily because of the 
contrast in colour with the granodiorite. 
Such dykes cannot be recognized where they 
intrude volcanic rocks. 

Figure 6 is taken from a good quality 
1:20,000 scale black and white negative from 
the National Air Photo Library and covers 
almost the same area as figure 3. The West 
Bay Fault, point 1, can be seen just as 
clearly here as on the colour photographs. 
The granodiorite too has a distinctive high 
reflectance and can be separated easily from 
the volcanics. Colour changes within the 
granodiorite cannot be recognized, nor can 
the ferruginous staining associated with the 
West Bay Fault (2) or with the margins of the 
diabase gabbro dykes (3). The gabbro dykes 
can be recognized by their lower reflectance 
and by the presence of cross joints but not 
nearly so surely as with the colour photo
graphs. When outcrops are small and 
separated, recognition becomes uncertain. 
Point 4 indicates the area of darker rocks 
around the mine. The darkening effect on 
panchromatic film is rather subtle and would 
probably be missed on black and white film 
alone. 

Figure 7 is centered on Lake Ryan indicated 
by point 1. North of Ryan Lake the 
granodiorite-volcanic boundary is clearly 
defined (2). South of the lake the boundary 
is far more difficult to recognize (3) where 
the difference in reflectance between 
granodiorite and volcanic material is 
obscured by a thin soil caver. Point 4 
indicates an area with well defined contact 
against the volcanics and with a reflectance 
less than but fairly close to that of the 
granodiorite. From the panchromatic photo
graphy this area would probably be inter
preted as granodiorite. From the colour 
photography (figure 5) the area can be 
recognized as a mixture of granodiorite and 
volcanic material. At point 5 a large 
diabase gabbro dyke is easily recognized by 
its darker tone and by the prominent jointing. 
At point 6 near the edge of the granodiorite 
intrusion, the dyke is reduced by local 
fracturing to a series of scattered outcrops. 
The cross jointing is no longer obvious and 
the normally low reflectance of the rock is 
obscured by soil so that the location of the 
dyke here is very difficult to determine. At 

points 7 and 8 diabase gabbro dykes lie in 
volcanic rocks and are difficult to recognize 
on this photograph. On the colour photograph 
of this area (figure 5) bath dykes can be 
recognized. 

ROCK RECOGNITION BY COLOUR 

On fresh surfaces, Yellowknife rocks have a 
variety of colours ranging from white through 
pinks, browns and greens to black. Weathering 
effects are largely superficial in character 
but when combined with surface dust and rock 
fragments and organic material, particularly 
lichens and masses, the range of rock colour 
exposed to the aerial camerais reduced to a 
significant degree. In turn, the range of 
colour actually recorded on aerial film 
depends not only on the camera system (lens 
plus filter plus film plus development) but 
also on the subject view angle, the elevation 
and azimuth of the sun and on the nature and 
path length of the atmosphere at the moment 
of exposure. 

The effect of these many variables is that 
relative differences on the aerial photograph 
assume greater significance than absolute 
colour differences particularly with photo
graphs taken at altitudes close to or higher 
than 10,000 feet. For this reason, Figure 8 
is presented in tabular form indicating which 
of the rocks present in the area photographed 
can be distinguished from the surrounding 
lithology by differences in colour. 

The remarkable feature of this table is the 
large number of rock units which in fact can 
be recognized in this way. The X's or 
failures in the main occur when gabbro 
intrudes gabbro, a difficult subject to map 
even in the field. 

THE COST OF AERIAL PHOTOGRAPHY 

Once the decision has been made to obtain new 
photography of an area, the question of the 
cost of colour relative to that of panchro
matic photography becomes important. Compara
tive cost studies should be made regularly to 
monitor the advances being made in rapid 
processing and printing techniques. An 
exercise of this kind was undertaken in 1971 
to cost colour and panchromatic photography 
for a reasonably large area, in this case the 
area covered by a 1:250,000 map sheet in the 
Yellowknife district of the Northwest 
Territories. This represents an area of 
70 x 70 miles, or 4,900 square miles. A 9 x 9" 
format cartographie camera would be flown at 
10,000 feet above average ground level 
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providing an average negative scale of 
1:20,000. A flying height of 10,000 feet was 
chosen because this represents a reasonable 
upper limit for flying optimum quality 
colour. Unless the atmosphere is exception
ally clear, moisture and particulates in the 
atmosphere usually affect the colour balance 
of colour film at altitudes above 10,000 feet. 
The effect of light scattering by the 
atmosphere is to produce a yellow tint on the 
colour negative (blue on the print). This 
can be filtered out at the printing stage but 
only by reducing the range and brightness of 
colours reproducible by the print or trans
parency. 

The main item is the cost of flying which is 
the same for colour as for monochrome photo
graphy. The cost of flying is estimated at 
$11.00 per line mile, a figure taken from the 
records of the Interdepartmental Committee on 
Air Surveys (ICAS), the group responsible for 
most of the Federal air survey contracts. 
Line mile costs could,be higher for smaller 
projects or projects located in less 
accessible areas or for areas with less 
favourable weather conditions. Basic cost of 
the film, film development and reproduction 
is three to five times that for panchromatic 
material. For this exercise, the photography 
is needed for interpretation. The output is, 
in the case of panchromatic film, two sets of 
black and white paper prints. In the case of 
colour photography, the output is one set of 
colour transparencies for analysis in an 
office and one set of black and white paper 
prints (printed from the colour negatives) 
for use in the field. The result of the 
analysis is shown in Figure 9 which indicates 
that in these particular circumstances it 
would be entirely reasonable for colour 
photography to cost 34% more than panchromatic 
photography. 

It is worthwhile comparing the cost of aerial 
photography with the cost of flying other 
airborne geophysical methods. Table I lists 
the average cost per line mile of a number of 
established airborne geophysical systems. 
Most of the survey systems quoted here are 
flown at low altitudes along closely spaced 
flight lines. Two to four line miles of 
survey are needed to provide adequate coverage 
for one square mile. Whichever way the 
figures are arranged, the cost of new 
photography is low compared with any other 
type of geophysical survey. One would not 
suggest that photography should or indeed 
could replace any of these geophysical methods 
but for the cost involved relative to the 
amount of information obtained it is surely 
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not unreasonable for a geologist or mining 
engineer to insist on the provision of 
suitable aerial photographs to backup 
geological and airborne geophysical surveys. 

CONCLUSIONS 

1. Nine by nine inch format colour photography 
is in information value the cheapest and 
most effective remote sensing system 
available today. 

2. By using colour negative film, colour 
transparencies may be printed for analysis 
in the office and black and white paper 
prints produced for use in the field. 

3. With some notable exceptions, most of the 
features recognized on colour film can also 
be recognized on black and white photo
graphs. Even so, coloured film is preferred 
because it permits the interpreter to 
recognize and understand information more 
rapidly and with greater confidence. 

4. The cost of colour is still significantly 
greater than the cost of black and white 
photography. A particularly strong case 
for colour photography can be advanced in 
areas where there is a high percentage of 
outcrop and where photo scales of 1:20,000 
or larger are acceptable. 

S. Research work must be undertaken to improve 
the quality of colour photography taken at 
heights above 10,000 feet where moisture 
and particulates in the atmosphere affect 
the colour balance of aerial film. 
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TABLE 1. COST OF AIRBORNE GEOPHYSICAL SURVEYS IN CANADA -----------------------------------------------------------

E.M. * $13. 90/line mile 

Combined E.M./Mag. * 17.87 Il 

Magnetics * 6.34 Il 

Radioactivity * 7.15 Il 

AFMAG * 15.00 Il 

High Sensitivity Gamma Spectrometer Il 17.50 Il 

Monochrome Photography 5.18/square mile 

Colour Photography 6.86/square mile 

*Taken from Geophysical Activity in 1969, S. J. Allen, 
Geophysics, Vol. 36, No .1. Feb. 1971. 
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YELLOWKNIFE COLOUR PHOTOBRAPHY 
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CAMERA MOUNTS FOR 35 MM MONO

AND MULTI-SPECTRAL PHOTOGRAPHY 

V. G. Zsilinszky, 
Ontario Department of Lands and 

Forests, 
Torontô, Canada. 

ABSTRACT 

Supplementary aerial photography with 
miniature cameras is a commonly used 
tool in various resource survey 
activities of the Ontario Department 
of Lands and Forests. Developmental 
work, specific and routine appli
cations require both conventional and 
unconventional treatments. Thus, 
sometimes a single camerais capable 
of providing complete information, 
other times combinat'ion photography 
is prescribed. Consequently, mounts 
of various capacity have been en
gineered for single, two, three and 
four cameras. Each working model is 
described and illustrated, principles 
involved are discussed and it is 
suggested that the designs offered 
could apply to most miniature cameras 
and light aircraft with minor alter
ations or with no modifications at all. 

INTRODUCTION 

Supplementary aerial photography with 
35 mm cameras serves to update reg
ular survey photography and to pro
vide quick information for any 
specific landscape analysis (Zsilin
szky 1969, Smyth, 1972). It can be a 
very low cost operation if one has 
some economical means of using a light 
aircraft. Having this advantage, the 
Ontario Department of Lands and For
ests is attempting to develop the 
system toits full potential. This 
has required working out numerous de
tails, including camera mounts. 

REQUIREMENTS 

To accommodate varying photographie 
requirements for different purposes, 
single- and multi-camera installations 
have been designed. Thus both routine 
and developmental missions can be 
specified and handled. 
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In designing a 35 mm camera mo~nt for 
controlled vertical aerial photography 
from any light aircraft, there are two 
major points t6 consider: these are 
the place of installation and the mode 
of stabilization. 

Place of Installation 

A camera may be installed internally 
in a cargo hatch or externally pro
vided some manual control is possible. 

The working condition of an aerial 
photographer due to atmospheric tur
bulence can be difficult at any time. 
Therefore, it is important that the 
operation of the camera(s) be as 
simple and secure as possible. Unless 
a fixed stereo-base is required, the 
interna! installation, which is dis
cussed below, is advantageous because 
even if the operation is controllable 
remotely, manual access to the camera 
system is necessary for changing lens, 
filter, film magazine, aperture, 
shutter and camera position and for 
correcting mechanical failure. In 
addition, the cargo hatch is usually 
positioned so that the exhaust heat 
and fumes are cleared away from it. 
And, because of the superwide-angle 
lenses, the cameras must be lowered 
down to the skin of the aircraft. (see 
Figure 1). It should be noted that 
aircraft with no cargo-hatch can be 
equipped with this feature at a 
relatively low cost. However, any 
modification of this nature must have 
the approval of the local transport 
authority. 

Mode of Stabilization 

The stabilization of a camera system 
in a cargo-hatch requires a base-plate 
and a camera-stand. 

It is suggested that the base-plate be 
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transparent to provide visibility for 
exposure interval determination and 
for some visual control for the camera 
operator for navigation. The base
plate should also be rotatable to set 
the camera for either transverse or 
longitudinal position and to compen
sate for crab. And finally, it should 
have strength to carry the maximum 
potential load concentrated at the 
bearing points of the camera-stand 
levelling screws. 

The camera-stand, supported by three 
levelling screws with shock absorbers, 
must be firm but light, and should 
leave the camera accessible for oper
ational changes while mounted. The 
multi-camera stands must have some 
means of calibrating the alignment of 
cameras to ensure parallel optical 
axes. The stand with mounted 
camera(s) should be quickly detachable 
from the shock absorbers to facilitate 
protection of the camera during take
off and landing, and any necessary re
loading or emergency repairs. 

DESIGNS AND CONSTRUCTIONS 

Basic factors influencing camera mount 
(base-plate and camera-stand) design 
include size of hatch in the aircraft 
and weight of camera assembly. Hatch 
size determines the maximum number of 
cameras possible; assembly weight de
termines gauge of base-plate. 

Designs and dimensions discussed in 
this paper relate to the deHavilland 
Turbo-Beaver and Otter aircraft and 
the Nikon F 250 Motor Drive camera 
system. However, the principles of 
design relate equally to any aircraft 
and camera system which might be 
chosen. Whilst this paper does not 
provide blueprints, and data and 
specific dimensions are given only for 
the sake of clarity, actual blueprints 
may be made available on request. 

Base-Plates 

The base-plates for all single and 
multi-camera models are fundamentally 
the same, although they ·vary in pZate 
thi a kn ess, number of ports and dia
meter, except for the four-camera 
mount which is also of larger diameter. 
F igure 2. 

Th e max imum weight of a single F-250 
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camera unit is 2.75 kg (6 lb.). This 
weight and that of the camera stand 
are comfortably carried by an 8 mm 
(5/16-inch) thick plexi-glass plate at 
a hatch size of 46 cm (18 inches) in 
the Turbo-Beaver. Both the two and 
three-camera arrangements require a 
10 mm (3/8-inch) thick plate. 

Four F-250 cameras cannot be accom
modated in a 46 cm (18-inch) hatch. 
The plate with the four holes il
lustrated in Figure 2 refers to the 68 
cm (27-inch) hatch size of the Otter 
aircraft. This base-plate should be 
13 mm (1/2-inch) thick. The smaller 
plates can also fit the Otter hatch 
with an adapter ring. 

All models have a metaZ ring that fits 
exactly in the hatch and is held down 
by locking turn button devices. This 
ring accommodates a simple ball-bearing 
system on which the plexi-glass plate 
can be fully rotated and locked- in any 
position for crab compensation and for 
choice of camera position (transverse 
or longitudinal). In the three-camera 
mount the shock absorbers are pushed to 
the periphery of the base-plate to ex
tend the 46 cm (18-inch) hole to 50 cm 
(20 inches). This creates little 
difficulty, because there is adequate 
margin around the cargo-hatch to allow 
the plexi-glass to overhang. However, 
the high turn buttons in the hatch 
(standard in aircraft) have to be re
placed by flat plate type fasteners 
whose bolts can be tightened through a 
hole drilled in the rotatable plexi
glass plate. 

The three shoak absorpers to minimize 
the transmitted vibration of the air
craft are located on the plexi-glass 
plate at the vertices of an equilateral 
triangle. They can be made up from 
soft rubber but manufactured absorbers 
are preferable. These are commonly 
used in mounting aircraft instrument 
panels and are available with dif f erent 
load ratings. The head is indented to 
provide firm seating for the cone
shaped levelling screw end, as illus
trated in Figure 3. 

Also, the base-plate is marked f or the 
forward overlap controlling devi c e 
which bas been discussed by Zsilinsz ky 
(1969). 



Camera-Stands 

All models of camera-stands are con
structed of metal (aluminum, brass or 
stainless steel). Cameras may be 
either suspended or supported within 
the stand. 

Single-camera model - This design is 
based on the principle of a three 
point suspension. Two points are 
provided by the strap ring, while the 
third one is located at the tripod 
socket. See Figure 4a. Two L-shaped 
and threaded members are hollowed out 
to accommodate the strap rings pro
truding from the top of the camera 
(Figure 4b). These members hold the 
camera firmly, when it is pressed 
against them. Suitable pressure is 
provided at the tripod socket at the 
base of the camera by an adjustable 
and lockable clamp (Figure 4c). When 
the three points are firmly in 
position and secured by the clamp, 
the L-shaped members are tightened on 
the stand by locking collars. This 
operation of clamping the camera to 
the stand is done on the lap of the 
photographer and after take-off the 
assembly is placed on the base-plate. 

Two-camera model - When two or more 
cameras are used for simultaneous ex
posures, it is essential that there 
is some means of calibrating the 
stand for parallel optical axes. It 
is most desirable that all film rolls 
run in the same direction, and that 
either camera may be picked up in
dividually at any time during oper
ation. Also, it may be required that 
one camera be raised or lowered while 
the other is stationary, if different 
focal length lenses are to be used. 
This allows any lens to be held flush 
with the skin of the a ï rcraft at any 
time. A suitable stand, incorporating 
cradles for holding two individual 
cameras, is illustrated in Figure S. 
The camera stand comprises two ver
tical plates, on to each of which a 
pair . of cradles is fixed. The cameras 
are supported securely in the pairs of 
cradles. One of the double plates 
slides up or down on the other, gov
erned by the two adjusting screws. The 
calibration of a multi-camera stand 
can be arranged by leaving one pair 
o f cradles stationary with the other 

pair(s) adjustable. Adjusting is 
done by a slot device as 
required according to Figure 6. 
Rotatability around the vertical axis 
is not essential, because the parallel 
position of the relatively long 
cameras will inevitably minimize 
alignment discrepancies. The calib
ration is only a simple laboratory 
exercise. This camera-stand can be on 
the base-plate during take-off and 
landing, if the lens holes are covered 
for these critical periods. After 
take-off the cameras may be placed in 
the cradles, but will remain com
pletely free for removal when nec
essary. 

Three-camera model - This stand also 
provides supporting cradles for the 
cameras. However, it omits the op
tion of the raising-lowering feature. 
Calibration device is included in two 
pairs of cradles (see Figure 7). 

Four-camera model - The four-camera 
stand is designed for the 68 cm (27-
inch) size hatch of the Otter air
craft. Structurally the stand is 
practically identical to the three
camera stand (compare Figures 7 and Bt 

CONCLUSION 

The designs discussed here are the 
outcome of experience - including both 
success and failure - in the oper
ation of the 35 mm aerial photography. 
They are by no means unimprovable, but 
three are already fully operational. 
The single-, two- and four-camera 
mounts have been in use for some time. 
The three-camera version has just left 
the drawing board. 

In practice, the single-camera mount 
is popular in routine photography 
(cutover or road mapping, delineation 
of fume, spray, fire or other damage 
and survey point identification) using 
the combination of a wide angle lens 
with black-white film. The multi
camera mounts are particularly use f ul 
in developmental work and in special 
operations, where the specific cho ic e 
of films and filters can offer the ad
vantage of multi-spectral imager y . 
Multi-spectral photograph y has been 
responsible for the success o f n urn er
ous applied research projects, such a s 
surveys of plantation success, Fomes 
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Figure 1. The position of the mounted 
camera in relation to the 
aircraft used. 
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annosus~snow geese, aquatic veget
ation and others. Multi-camera 
mounts are also useful for mono
spectral photography, when different 
focal length lenses are to be used 
with the same film type. Alter
natively, it can be an advantage to 
have several loaded cameras ready to 
shoot one after the other in large
scale and other material-consuming 
missions. This arrangement can save 
too many reloadings during flight (up 
to 1360 exposures with four cameras 
are possible), which can be es
pecially appreciated by those who 
have often had contact with the emer
gency paper bag. 
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Figure 3. Two options for the con
nection between the base
plates and camera-stand: 
a) free position. 
b) locked position. 
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Figure 4. 

b) Close-up of the L-shaped 
suspending device. 

aj The single-camera stand. 

~ Close-up of the camera 
clamp suspending device. 
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Figure 5. The two-camera stand. 

Figure 6. 
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Figure 7. 
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The three-camera stand 
showing eccentric positions 
of shock absorbers for 
camera clearance. 
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LES DE RADIOMETRE BARNES PRT-5 DANS LA 
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(English abstract at the end) 

INTRODUCTION 

La recherche en cours vise à la mise au point 
de clefs d'interprétation de documents infra
rouge thermique pour la bande spectrale 9.5-
11.5 microns, afin de dépasser le stade de 
l'interprétation qualitative. L'instrument 
utilisé est un radiomètre Barnes PRT 5 spécial. 

METHODE: 

Le choix de la fenêtre 9.5-11.5 microns: les 
radiomètres d'exécution courante utilisent la 
fenêtre 8-14 microns, laquelle inclut l'essen
tiel de l'émission terrestre. Mais une absorp
tion par H20 et co2 atmosphérique se manifes
te, principalement entre 12 et 14 microns: 
elle varie suivant les conditions atmospheri
ques, la distance du détecteur à l'objet, etc. 
Nos intérêts s'appliquant surtout à la surfa
ce terrestre, visée généralement à basse al
titude où l'absorr,tion par l'ozone n'inter
vient pas, nous avons opté pour la bande spec
trale 9.5-11.5 microns, correspondant au maxi
mum d'émission terrestre entre -25° Cet 
+ 650 C· l'intervalle recouvre la majorité 
des conditions rencontrées sous nos climats, 
hormis quelques journées d'hiver. D'autre 
part, la courbe de transmittance du filtre 
utilisé sur le bolomètre découpe très abrup
tement la bande spectrale, sans minimum in
terne inférieur à 0.95. 

L'utilisation de parcelles expérimentales: nos 
autres intérêts de recherche portant sur la 
connaissance et l'estimation de processus 
d'érosion sur versants, nous possédons des 
parcelles expérimentales équipées pour la me
sure des exportations de matière et du bilan 
énergétique. La mesure de la radiation émise 
dans la fenêtre 9.5-11.5 microns est un bon 
moyen d'estimer, après conversion des données, 
le flux thermique émis par la terre à un mo
ment donné. 

L'interprétation d'un phénomène global, tel 
que la radiation émise, dépendant de plusieurs 
facteurs, nécessite un terrain connu et équi
pé en conséquence, afin de déterminer l'in-
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fluence de chaque facteur et sa variation dans 
le temps. Les mesures ont donc été faites sur 
base comparative, entre une prairie semi-natu
relle de som2 et une aire similaire artificiel
lement débarrassée de sa couverture végétale, 
l'ensemble étant sur un versant sud-ouest sur 
till limoneux. 

Les variables mesurées ont été: la radiation 
solaire incidente; la température et l'humidi
té de l'air· la température du sol en surface, 

' ' i ~ d à 10, 20 et 30 cm de profondeur; 1 hum· dite u 
sol à 10 et 25 cm; la radiation émise lue sur 
le radiomètre Barnes PRT-5. En plus des obser
vations de routine, des me-sures· intens1.ves 
(toutes les 2 ou 3 heures) ont été réalisées 
oendant plusieurs jours consécutifs: la premiè
re en mai, la seconde en juillet, - la troisiè
me en août et la quatrième en s1ptembre-octobre 
1971. Seule l'avant-dernière n'a pas fourni de 
données interprétables. 

D'autres travaux ont été commencés: influence 
des barres rocheuses affleurantes et subaffleu
rantes sur la radiation émise; influence des 
variables hydrologiques sur la radiation émise 
par les eaux naturelles, ceci notamment dans 
le bassin de la rivière Eaton, Québec. 

RESULTATS 

Ceux discutés ici ne concernent que l'étude sur 
parcelles expérimentales et ne prétendent qu'à 
une présentation des problèmes. 

D'un point de vue qualitatif, les facteurs in
fluant sur l'émission par la surface de nos 
parcelles sont: la température de la surface 
du sol; le sens et la valeur du gradient ther
mique traversant le sol; la température de 
l'air· la nature de la surface du sol (état de 

' ' di~ d la couverture végétale surtout); 1 humi te u 
sol· la période de l'année (par l'intermédiaire 
de i•état de surface et de l'humidité du sol) ; 
la période de la journée (par l'intermédiaire 
du flux thermique traversant le sol, du taux 
d'activité végétale et de l'humidité superfi
cielle du sol). 

D'un point de vue quantitatif, certains paramè-
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tres ont été mis en corrélation. La comparai
son porte sur les deux parcelles et leur évo
lution respective dans le temps. 

- Valeurs brutes de radiométrie infra-rouge 
(figures 1 à 3) de température de l'air (fi
gures 3 à 6) et'de température du sol (fi
gures 7 à 9). Ces dernières indiquent le 
sens du flux thermique traversant le sol: 
flux ascendant lorsque la température de 
surface est inférieure à celle de 10 cm, 
flux descendant dans le cas opposé. La com
paraison des températures en surface et à 
10 cm permet de déterminer le changement de 
sens du flux avec une précision de r 1 heu
re puisque les vitesses moyennes des flux 
thermiques sont de l'ordre de 5 cm/heure 
(C.W. Rose, 1966). En ce qui concerne l'hu
midité du sol, les variations horaires sont 
peu significatives; plus important est l'é
cart existant entre les deux parcelles au 
mois de juillet: le degré d'assèchement et 
l'épaisseur de la couche relativement assè
chée sont plus grands pour la parcelle cou
verte. 

- Mise en relation des phénomènes à périodici
té semblable; c'est à dire liés directement 
à la radiation solaire, en particulier les 
phénomènes thermiques: températures de ra
diance de la surface des parcelles et tem
pérature de l'air (figures 10 à 12); tempé
ratures de radiance et températures de la 
surface des parcelles (figures 13 à 15). Le 
tableau suivant résume les relations exis
tant entre ces paramètres. Toutes les corré
lations globales sont hautement significa
tives. Il n'en est pas de même pour le dé
tail par flux ascendant et descendant par 
suite du nombre insuffisant de données. 

Relation T0 radiance {y) 

Equation de 
régression 

PC Y= -0.15 + 1.01 X 

Mai 
PD y: 0. 77+ 0.85 X 

PC y~ -3.32t 1.15 x 
Juillet 

PD y:-5.99tl.51x 

PC y~ -1. 2 7 f 1. 06 x 
Septembre 

PD y: -0.40t 1.00 x 
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- T0 air (x) 

Coefficient 
corrélation 

0.88 

0.89 

0.89 

0.82 

0.88 

0.89 

de 

Relation TO radiance (y) 

Equation de 
régression 

PC Y= -15.29+2.42 x 
Mai 

PD y= -4 • 51 + 1. 2 7 X 

PC y:: O. 95 + O. 78 x 
Juillet 

PD y: -7.96 + 1.27 x 

PC Y: -2.01 + 1.12 x 
Septembre 

PD y : 0. 40 + 0. 92 x 

CONCLUSIONS 

- T0 surface 

Coefficient 
corrélation 

0.86 

0.92 

0.90 

0.93 

0.94 

0.91 

(x) 

de 

La relation entre temoérature de l'air et tem
pérature de radiance de la surface de la parcel
le couverte varie peu selon la période. Il n'en 
est pas ainsi de la parcelle désherbée oour 
laquelle la pente de la droite de régression 
est maximum en juillet, période de forte inten
sité radiative solaire sur sol nu et un mini
mum en mai (influence de la nébulosité). 

Les variations des droites de régression expri
mant la relation entre la température de ra
diance et la température des surfaces diffèrent 
plus nettement. Nous avons tenté de détailler 
ces relations selon le sens du flux thermique 
traversant le sol; la pente des droites par
tielles semble influencée par ce sens à certai
nes périodes: en juillet et septembre sur la 
parcelle couverte elle est plus forte par con
dition de flux ascendant, ainsi qu'en septembre 
sur la parcelle désherbée. Pour les autres sé
ries, l'influence semble faible et de sens 
incertain. 

L 'émiss-ion d'énergie est "forcée" par ! 'existen
ce .de ce flux ascendant, phénomène essentielle
ment nocturne. Ce flux plus intense en saison 
chaude qu'au printemps par suite de l'accumula
tion d'énergie dans le sol. Ceci se traduit, 
toutes choses étant égales par ailleurs, par des 
températures de radiance plus élevée qu'en cas 
de flux descendant. 

Cependant d'autres facteurs apparaissent dans 
l'interprétation des relations: la présence 
d'une couche relativement assèchée en juillet 
dans la parcelle couverte diminue l'émission 
infra-rouge. Au contraire, en mai, l'existence 
en surface d'un paillis humide, constitué par 
les tiges des herbes de l'année précédente, 



l'augmente (cf. pente de la droite de régres
sion). L'égalisation des conditions d'humidité 
et d'activité végétale en septembre-octobre 
se traduit par des droites très proches les 
unes des autres pour les deux parcelles, et 
ressemblant à celles de la relation températu
re de radiance - température de l'air. 

Le caractère encore trop espacé de ces obser
vations ne permet pas encore de déterminer la 
part des diverses influences et les passages 
d'un type de répartition à un autre. L'enre
gistrement des données par automatisatio~ 
de la station, but de la prochaine campagne, 
devrait l'autoriser. 

Ainsi, on peut espérer déterminer les périodes 
et les heures où des relevés aéroportés par 
infra-rouge thermique auront le plus de chan
ces de représenter une fraction constante des 
températures au sol, c'est à dire où les va
leurs d'émissivités mesurées en laboratoire 
pourront être appliquées à l'interprétation 
des surfaces naturelles; 

Ces recherches ont été partiellement subven
tionnées par le Conseil National de Recherches 
du Canada et le Conseil de Recherches pour la 
Défense, que nous remercions ici. 
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ABSTRACT 

Equivalent black body temperatures bas been 
measured on two erosion experimental plots at 
the University of Sherbrooke, Ouebec, with a 
Barnes PRT-5 radiometer; the banrlwidth is 
9.5 - 11.5 microns in order to avoid partial 
atmospheric H20 and C02 absorptions. The other 
measured variables are= solar incident radia
tion, air ternperature and humidity, soil 
temperature and humidity at various depths. 
The results of 3 intensive observation periods 
(May, July,September) are here discussed. The 
most influent variables are: s oil ·Surface 
temperatures, direction and intensity of soil 
thermal gradient, soil surface conditions 
(mainly vegetation cover: one of the plots 
being bare and the other grass covered) and 
soil humiditv. Signifiant constant correlations 
between air temoeratures and TBB were obtained 
except for the bare plot where the linear 
regression coefficient is maximum in July and 
minimum in May. Correlations between &oil sur
face temperatures and TBB show several influ
ences. All other factors being equal, soil 
I.R. emission rnay be increased by ascendant 
thermal flow through the soil, specially during 
Summer and Fall. Increased emission is due in 
Spring on vegetated ground to the wet straw 
cover whereas during Summer it is decreased 
by soil drying under active grass cover. Fall 
situation reflect equalizing conditions on 
both plots. Further accurate knowledge of 
these phenomenons will require autornatic re
cording and permit determination of the most 
useful periods for remote sensing in this 
bandwidth. 
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USE OF A GROUND TEST ARRAY IN ASSESSING 

INFRARED LINE SCAN PERFORMANCE 

G.A. Morley and D. McKinnon 
Defence Research Establishment Valcartier 
P.O. Box 880, Courcelette, P.Q. 

INTRODUCTION 

In response ta a requirement from the 
Canadian Forces (Directorate of Aerospace 
Combat Systems), the Defence Research 
Establishment Valcartier (DREV) has 
constructed a ground target array for 
assessing the performance of airborne IRLS 
systems. The array has been installed at 
CFB Summerside by the Maritime Proving and 
Evaluation Unit (MP & EU) who are currently 
evaluating an HRB Singer Reconofax XIIIA 
mounted in an Argus aircraft. The array 
consists of a triangular 4-bar wedge pattern 
of base 15 ft and height 45 ft and a thermal 
step consisting of two adjacent panels 10 
ft by 12 ft. The alternate bars and two 
dissimilar panels are made from sandblasted 
and flat-white enamelled aluminum. Just 
before each overflight, the radiation 
temperatures of the two surfaces are 
measured from the ground by a Barnes PRT-5 
radiometer. By analysing the resulting 
IRLS imagery, the amplitude characteristics 
of the system are assessed and the noise 
limited spatial resolution of the system 
is deduced from the bar pattern image. 
The image of the step is scanned with a 
densitometer whence the overall system 
modulation transfer function is determined. 

ARRAY SURFACES AND CONFIGURATION 

The radiance, and hence the apparent 
radiation temperature of a body is a function 
bath of its actual temperature and the 
emissivity of its surface. Apparent thermal 
contrast may be attained by varying either 
quantity. Various methods of producing 
actual temperature differences were 
investigated and rejected as either tao 
expensive or tao cumbersome for field 
installations. 

A short series of measurements was made on 
panels of various emissivities laid out on 
the ground. Panels of black painted 
aluminum, white painted aluminum and 
sandblasted aluminum were prepared and their 
radiation temperatures were observed over a 
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variety of weather conditions. The two 
painted surfaces had high emissivities and 
the sandblasted surface low emissivity at 
infrared wavelengths. Typical results are 
shown in Figure 1 where apparent temperatures, 
as measured by a Bofors IR camera, for the 
three panels are plotted against time. 
Except when rain was falling, the 
sandblasted surface appeared at least several 
degrees cooler than the painted surfaces. 
The sand blasted panel, being a poor emitter 
and good reflector, indicated an apparent 
temperature related ta that of the pky. At 
night the two painted panels indicated 
temperatures very near ta ambient air 
temperature. During sunny periods, they could 
be several degrees above ambient and the 
black panel tended ta fluctuate much more than 
the white. Although bath black and white 
enamel are good emitters (and good absorbers) 
in the infrared, the white is a good 
reflector (and a poor· absorber) at the shorter 
wavelengths and is thus less affected by 
variations in sunlight. On the basis of these 
results a choice of the white and sandblasted 
surfaces was made. 

Figure 2 shows a sketch of the configuration 
of the array. The two panels were chosen 
such that when scanned by the various 
detectors of the Reconofax XIIIA, steady-state 
conditions are reached while crossing each 
plate. The nominal instantaneous field of 
view (IFOV) of the detectors are between 
1 and 4 mrad. Thus at 500 ft altitude the 
panels subtend 20 IFOV's for the 1 mrad 
detector and 5 IFOV's for the 4 mrad detector. 
The wedge shaped bar pattern was chosen as 
large as possible consistent with ease of 
field installation. With the aircraft at 
500 ft altitude, the lowest spatial frequency 
of the bar pattern, at the base of the 
triangle, is 0.83 cycles/mrad which for most 
conditions should be lower than the 
resolution limit of the Reconofax XIIIA on 
all channels. Small hot sources in the form 
of hooded electric heat lamps were installed 
before and after the array along the line of 
flight and ta each side. These are used ta 
assist the flight crew in lining the aircraft 
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especially at night and to provide an 
accurate scale reference on the imagery. 
The array was constructed in sections of 1/8 
in aluminum sheeting so that it may be 
dismantled and moved by two or three men in 
a day. Just before being overflown the 
radiation temperature of the array is 
measured with a Barnes PRT-5 hand-held 
radiation thermometer. 

ANALYSIS 

Each image of the array is analysed in the 
following manner: (a) the image of the panels 
is scanned with a microdensitometer yielding 
two points on the amplitude characteristic 
of the overall system and an edge scan for 
use in calculating the overall system 
modulation transfer function (MTF) and (b) 
the image is examined under a microscope and 
the limiting spatial frequency is found by 
determining the distance from the base of the 
wedge to where the bars blend together. 

Figure 3 is typical imagery of array 
recorded on the four different channels of 
the Reconofax XIIIA late in the afternoon of 
25 Nov 71. In all cases the sky was overcast 
and the temperature difference Ll T, between 
the two surfaces measured by the PRT-5 was 
close to s0 c. The limiting resolutions are 
.355, .445, .343 and .153 cycles/mrad for 
channels 1 to 4 respectively. The 
corresponding nominal IFOV's are 1, 2, 4 and 
4 mrad. The detectors in Channels 1 to 3 
are of Mercury Cadmium Telluride responsive 
in the 8 to 13 µm band and Channel 4 is of 

Indium Antimony responsive in the 3 to 5 µm 
band. 

Figure 4 is a series of array images 
;ecorded using channel 3 of the Reconofax 
XIIIA. For each run a different gain was 
used. The Reconofax XIIIA has been fitted 
with a manual gain control as well as an AGC. 
During all these runs the temperature 
difference between the two surfaces as 
me3su~ed with the PRT-5 was greater than 
15 C. There wer,e broken clouds in the sky. 
It is noted that the density and hence the 
temperature of the white panel is very near 
to that of the snow in the surrounding field. 
The density of the sand blasted panel 
decreases with the increasing gain. 

In figure 5, the density (as taken from the 
original film which is a negative in the 
sense that increasing density indicates 
increasing temperature) of the panels is 
plotted against system gain. These data 
were taken from the imagery of Figure 4. 
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The density of the sand blasted panels appears 
to reach a lower limit somewhat above the base 
+ fog density of the film which was around 
density 0.35. This indicates amplitude 
limiting occurs in the system before the film, 
probably in the lamp or amplifier. 

Limiting spatial resolution is a function of 
many factors, AT, atmospheric extinction, 
amplitude limiting, system noise etc. Figure 
6 shows how limiting spatial resolution for 
high .;l.T (, 15°c) varied with gain for Channels 
2 and 3. The decrease in limiting resolution 
with increasing gain at the higher gain 
settings is probably due to the amplitude 
limiting indicated in Figure S. The decrease 
in limiting resolution for the lower gains 
is probably due to the relatively increasing 
effect of film granularity as exposure contrast 
is reduced 

Figure 7 is a microdensitometer scan of the 
two panels recorded on Channel 2 in Figure 4. 
These data were used to calculate the MTF 
of the overall IRLS system. A relatively 
large slit width of 40µm was used in order to 
smooth the effects of film granularity and 
other system noise. The data were entered 
in computer, where they were transfonn.ed into 
an edge in transmission space and 
differentiated to yield the uncorrected line 
spread function for which the MTF was 
calculated. This MTF was corrected by 
dividing the MTF of the slit alone into it. 

The MTF calculated from the edge in Figure 7 
is shown in Figure 8. A maximum is noted 
around a spatial frequency of 0.25 cycles/mrad 
corresponding to the ringing just to the left 
of the edge in Figure 7. The MTF cuts off 
at a spatial frequency just over 0.5 cycles/ 
mrad. Beyond this frequency, false 
resolution and a phase reversal of the bars 
occurs. The actual limiting resolution as 
observed on the wedge bar pattern for this 
run was 0.45 cycles/mrad and is indicated on 
graph. 

The computer programme is being modified to 
use a technique described by Jones (Ref. 1) 
and Jones and Yeadon (Ref. 2) developed for 
calculating the MTF of photographie systems 
from noisy edge scans in which the correction 
for densitometer slit width is made using a 
convolution integral. This technique 
incorporates digital smoothing and simplifies 
the calculation of the MTF in exposure space 
rather than in transmission space as 
described above. Plans are also being made 
for direct digital recording of the 
densitometer output to obviate the effort 
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required for manual reading of the 
densitometer scans. 

CONCLUSIONS 

The array has been used for limited number 
of runs, has performed as designed and has 
proven useful in determining the overall 
performance of an IRLS under operating 
conditions. 
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Figure 3 - lmagery from each channel of Reconofax XIIIA recorded at 1600 hrs, 25 Nov 71. The sky was 
overcast and there was snow on the ground. 
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Figure 4 - Imagery from Channel 3 of Reconofax XIIIA using different gains, recorded at 1400 hrs, 24 Nov 
71 . The sky was broken and there was snow on ground. 
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A COLOUR LASER BEAM IMAGE RECORDER 
FOR CANADAtS REMOTE SENSING PROGRAM 

Dr. J. W. Locke 
Institute for Aerospace Studies 
University of Toronto 
Toronto 181, Ontario 

SUMMARY 

A large format (9½" wide film) laser beam 
image recorder being developed at the 
Institute for Aerospace Studies for Canadats 
Department of Energy, Mines and Resources is 
described for the first time in this paper . 

The instrument records images as large as 
9 x 14" on colour negative film using light 
beams from Krypton and Argon ion lasers . 
These beams are formed by a novel rotating 
optical element made holographically. Four 
film transports are employed for high 
throughput. 

Perhaps the most significant feature of this 
instrument is its ability to correct for a 
wide class of errors that are often present 
in line scanner data. It does this by con
trolling vertical scale (by varying the rate 
of film advance), by skewing the image (by 
electronically varying the position at which 
each line is started) , by inclining the scan 
lines by up to ±15° by rotating the film 
transports about the centre of the scan line, 
and lastly by detailed control of local hori
zontal scale as function of distance along 
the scan line by electronic means. With this 
flexible set of geometry correction controls, 
any general distortion can be corrected so 
long a~ it does not require that the resul
tant scan lines be curved, The result is 
that data from the ERTS Multispectral Scanner 
can be completely correct~d for the geometric 
distortions that originate with spacecraft 
angular rate errors and with scan nonlineari
ties. The instrument can cope equally well 
with line scanner data acquired by aircraft 
where its ability to correct for severe yaw 
angles and large amounts of S- bend horizontal 
distortion are important. 

The image quality is compatible with recording 
4000 pixels per 9"-long line . The geometric 
error introduced by the instrument itself is 
less than 1 part in 5000 . Its writing rate is 
one 9 x 14" image per 25 seconds for each of 
the four film transports . 
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INTRODUCTION 

A laser beam image recorder (LBIR) is a system 
for recording pictures as latent images on 
photographie film by scanning the film in a 
geometric pattern (usually a television type 
of raster) with a spot of light obtained by 
focussing a laser beam whose intensity is 
varied as the recording spot progresses 
through the scan pattern. Many possible types 
of LBIRs are possible depending on the means 
by which the scan pattern is brought about, 
the form of the pattern, and the type of laser 
that is used (especially whether more than one 
wavelength is available). -

The LBIR to be described is one that uses a 
rotating optical element to deflect the laser 
beam so that it records a straight line on the 
film at the same time as the film is moved 
slowly in a direction which is nominally per
pendicular to the direction of progression of 
the laser beam. It therefore generates a 
television type of raster by essentially 
mechanical means. The laser beam carries 
optical power at three discrete wavelengths 
with the amount of power at each wavelength 
separately modulated for the main recording 
function (it has two other wavelengths for 
auxiliary functions) and hence can record 
colour images on colour film in one pass . In 
brief, this LBIR has been designed to achieve 
extremely high geometric accuracy and reso
lution, extremely high radiometric and 
colourimetric fidelity and moderately high 
recording speed. It incorporates a surpri
singly flexible set of controls by which, in 
response to commands from a control computer, 
deliberate geometric distortions of accurately
known form can be introduced into the image 
being recorded, generally to cancel known 
errors introduced by the original data source. 
Four film transports are provided in order 
that continuous- scan image data can be framed 
into discrete frames with nominally ten 
percent frame-to-frame overlap (two transports 
would be required for this) and in orde r that 
two different continuous-scan images 
can be simultaneously framed and 
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recorded by a multiplexing technique . 
Furthermore, each transport is equipped 
wi th a photodetector ''behind" the film so 
that developed film already bearing images 
in transparency form can be scanned and 
digi tized by a constant-power laser spot , 
converting the images from photographie to 
electrical form. The system is thus an 
image scanner and an image recorder. 

The system should prove ideal for use by the 
Canada Centre for Remote Sensing for record
ing or scanning colour images from sensors 
on board spacecraft such as the ERTS A/B 
vehicles and aircraft. It combines, in a 
unique way, the extreme geometric fidelity 
that mechanical-scan LBIRs are potentially 
capable of without the usual rigid-raster 
inflexibility that has been characteristic 
of this device until now. The new dimension 
of geometry-perturbation control combined 
with the choice between direct one~step color 
recording or the image scanning and digi
tizing mode of operation makes this device 
extremely attractive to the Remote Sensing 
community. It is believed that this is the 
most complex LBIR ever constructed. In 
simpler form the system should be of com
mercial interest to computer users as a high 
quality graphies I/0 device, to communicators 
as a graphies terminal (very attractive when 
used with communications satellites} and to 
users such as microcircuit manufacturers who 
wish to record precise patterns at high 
speeds. Table 1 summarizes the main charac
teristics of the LBIR. Fig. 1 shows the 
appearance of the main part of the instrument, 
the Optical/Mechanical Unit. (The electronic 
subsystems are concentrated in a separate 
console.) 

GENERAL OPTICAL AND MECHANICAL DESIGN 

Figure 2 shows the arrangement of the main 
elements of the scanning optics and the film 
transports. In the description below, the 
term "horizontal" will be used with respect 
to the scanning raster pattern to indicate 
the direction parallel to the scan lines and 
"vertical" for the orthogonal direction. 

The heart of the system is a novel form of 
reflective hologram, designated the 
"holomirror", which is mounted on a high 
precision air bearing and driven by an 
electric motor. The "holomirror" has the 
property of simultaneously reflecting and 
focussing into several convergent beams the 
divergent beam of laser light that can be 
seen to illuminate it . It does this by 
diffracting the illuminating beam from a 
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fixed, prerecorded pattern that has been 
generated on its nominally-flat surface 
during manufacturing by a holographie pro
cess. (That is, the pattern originates as 
the recording of the interference pattern of 
coherent light beams in a jig separate from 
the LBIR. The details of this process will 
be the subject of a future paper.) The 
holomirror pattern is such that there are 
twenty-four beams leaving its surface and 
lying close to a 120° cone. All of these 
beams corne to a focus 19·. 100 inches from the 
rotational axis of the holomirror bearing. 
The beams are arranged in three closely
spaced (0.500 inches spacing) planes pre
cisely perpendicular to the rotational axis 
in the peculiar set of azimuthal angles 
shown in the inset to Figure 2. Five wave
lengths are involved and are present in the 
various beams as indicated in Figure 2. 

The basic concept is simple. Only six of the 
beams are required to serve the main image
recording function. These are arranged to 
focus on the 19.100 radius circle in the 
"main-scene" plane at 60° intervals. The 
four films are held by vacuum against curved 
stainless~steel plattens spaced at 90° inter
vals on the same circle. The film is thus 
curved to conform to a 19.100 inch radius 
cylinder. At this radius the 9-inch useful 
width of the film subtends a nominal 30° at 
the rotational axis (actually 27° to allow 
for a synchronization interval). All of the 
beams rotate with the holomirror and hence 
the films are traversed sequentially in 
straight t1horizontalt1 lines by the focussed 
radiation. If the film is moved slowly 
t'verticallyt' the conventional scan raster 
results, Note that the six beams scan only 
one diametrically-opposite film transport 
pair at a given time and the scanning alter
nates between pairs with every thirty degree 
rotation of the holomirror . Thus two dupli
cate images are recorded on one diametrically
opposite transport pair and, in general , a 
di,fferent image can be recorded on the other 
pair also in duplicate. 

The vertical drive for each of the film tran
sports consists of a clamp on a precision 
carriage that grips the film atone point on 
each edge and pulls the film vertically as 
muchas fourteen inches . When the clamp 
reaches the desired limiting position it 
opens, returns, reclamps and the cycle 
repeats. By using the diametrically- opposite 
transports in tandem (i.e. timing their 
advances suitably) the problem of framing 
continuous-scan data into overlapping frames 
can be solved . A mechanical shutter is 



available at each transport to block the 
main-scene beams from the film when desired. 
During the overlap interval when it is 
required that the same scene material be 
recorded on both transports of a pair, both 
shutters are open. At other times only one 
or the other shutter is open. 

The six main-scene beams contain the three 
wavelengths, 457,9, 530.9 and 647.1 nano~ 
meters that serve as the blue, green and red 
primaries for the colour recording process 
as discussed further below. 

What are the other eighteen beams used for? 
The six "annotation" spots contain power only 
at 568.2 nanometers and can be used to record 
in monochrome alphanumeric characters aoove 
and below the framed main-scene images. 
These spots are in a plane offset by 0,500 
inch from the main-scene spots so that a 
second mechanical shutter on each transport 
can control the recording time of the anno
tation information independent of the 
main-scene shuttering. The result is that 
different annotation data can be recorded on 
adjacent frames, a design goal, The twelve 
"grating" spots are not modulated and are 
used to illuminate the precision grating 
pattern, thereby providing a signal to a 
detector located behind the grating that is 
used as the horizontal position reference, 
This provides a function much like having a 
shaft position encoder of 5 x 104 counts/ 
revolution. The grating beams contain power 
at 488.0 nanometers only, Since a grating 
signal is required continuously and space is 
not available for a longer grating, the 
grating length is such as to subtend 30° at 
the rotational axis and the grating spots are 
at the same 30° spacing, nominally, and must 
number twelve. For convenience in position
ing the grating, the set of grating beams is 
rotated 15° from the position at which six of 
them would coïncide in azimuth with the main
scene and annotation beams. 

The film transports deserve some general 
comment. These are very long in the 
"vertical" direction because of the need to 
make a very gentle transition from the flat 
form the film must have on leaving the supply 
spool or entering the takeup spool to the 
19.100 radius cylindricai form it 
has at the recording platten . (The transi
tion lengths are such as to limit differen
titl stretching of the film to one part in 
10 .) The vacuum plattens are operated at 
only -0.1 p .s. i . to provide a light hold-down 
force on the film and are polished to permit 
the film to slide over them . Two precision 

capstans provide the film tension only (the 
vertical rate is determined by the film-clamp 
carriageJ. As will be discussed further in 
the next section, one of the geometric dis
tortion correction functions available is the 
ability to incline scan lines with respect to 
the horizontal by ±15°. To implement this 
function, each entire film transport is 
mounted on an air bearing and rotates about 
the center of the main-scene scan line under 
the control of a servo-motor-driven lead 
screw. This is suggested :inFig.2 by · the dot
ted transport rotated in "yaw" by the angle "8'.' 

GEOMETRIC CONTROL 

Perhaps the most outstanding feature of this 
LBIR is the high standard of geometric accur
acy to which it has been designed and the 
flexibility of the set of controls by which 
one can perturb the scan pattern from the 
normal raster. 

What determines the absolute positional 
accuracy of this LBIR? The film transports 
have been designed to allow this to be deter
mined solely by the absolute accuracy of the 
"verticaltt and tthorizontal" position refer
ences with a small degradation due to the 
finite position resolution of the yaw angular 
servosystem. The "vertical" position of the 
film is determined by the film-clamp which is 
on a carriage driven by a recirculating-ball
bearing lead screw. The carriage also 
carries the sensing head of an optical linear 
position encoder which provides the position 
feedback signal for the vertical servo. The 
control system used has zero steady-state 
position error at constant vertical velocity 
and thus the vertical accu~acy is that of the 
feedback encoder, ±1 x 10- inch. The hori
zontal control system is referenced to the 
signal from the glass grating shown in Figure 
2 by a control system which adds 1/32 of a 
grating period of position uncertainty t~ the 
maximum positional tolerance of ±2 x 10- of 
the grating crossings. The grating frequency 
is 455 lines per inch and the absolute posi
tional accuracy of the horizontal control 
system is 2.7 x 10- inch. The finite reso
lution of

4
the yaw angle encoder contributes 

1.2 x 10- inches of vertical error at the 
extremities of scan lines degrading the 

4 vertical absolute accuracy to ±2.2 x 10-
inches. Note that the nature of these errors 
is not such that they can be expected to 
change much with time. 

Now let us consider the controls that are 
provided in this instrument that allow one to 
perturb the geometry of the raster from its 
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nominal form. The system is designed to 
process video data in digitized form with 
each scan line divided up into discrete 
picture elements, pixels, with the video 
data expressing the mean intensity to be 
recorded at each pixel location. We can 
consider each image as a nominally-orthogonal 
array of pixels which can be distorted from 
nominal form in the following ways: 

(i) Vertical scale* is programmable in 
proportion to a control word over a 
2:1 range and the scale may be changed 
every line if required. However, the 
servosystem that controls the vertical 
scale will not respond accurately to 
scale-variation spatial frequencies 
above ten cycles/inch. 

(ii) Horizontal scale* is programmable in 
inverse proportion to a control word 
over a 4096:1 range. The scale may be 
changed arbitrarily 32 times per line 
without error. 

(iii) The pixel array can be skewed arbi
trarily by an offset in the horizontal 
position of the first pixel in a scan 
line programmable in direct proportion 
to a control word that can be changed 
arbitrarily with every line. 

(iv) The angle of inclination of the scan 
lines with respect to their normal 
position perpendicular to the pixel 
columns (i,e, to the vertical), the 
yaw angle (e), is programmable in 
increments of approximately six 
arcseconds up to ±15° in proportion 
to a control word. 

These four controls are sufficient to pro
vide for all anticipated distortions in data 
from line scanners on board aircraft and 
spacecraft (i.e. from the ERTS A/B Multi
spectral Spot Scanner) provided the distor
tions leave the scan lines straight. For 
example, in the common problem of correcting 
for the distortions created by vehicle atti
tude errors,control (i) is used to correct 
vertical scale for the effect of vehicle 
pitch rate, control (iit) corrects for the 
effect of roll rate and control (ivJ for 
the presence of yaw angle. 

The ability to correct the horizontal scale 
in detail along a scan line as noted in (ii) 
permits the correction of large amounts of 

* Scale is defined as the pixel spacing, so 
that as scale increases a given object in the 
scene increases in size, 
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S-bend, earth curvature, or instrument
introduced scan nonlinearities. 

Correction (i) is implemented by a control 
system that controls the speed of the 
vertical leadscrew motor in such a way that 
the resultant vertical film velocity is 
always normalized by the instantaneous rate 
at whlch scan lines are being recorded. Thus 
the control word programs true scale not just 
vertical velocity, a significant point when a 
video data source such as a tape recorder may 
vary significantly in rate. 

Correction (ii) is implemented by leaving the 
holomirror angular rate constant but varying 
the frequency at which the datais trans
ferred from the source. This technique 
requires the storage of a significant portion 
of one line of data in a buffer memory so 
that the data for a particular pixel will be 
available at the time the LBIR recording spot 
reaches the required position for that pixel. 
The amount of buffer storage required is 
small compared with the storage required for 
other purposes at the Canada Centre for 
Remote Sensing such as the storage of twelve 
lines of ERTS A/B MSS scanner video data 
during line reordering. The control technique 
is purely electronic and employs a binary 
rate multiplier to multiply the grating 
signal frequency by the control word. The 
resultant correction to pixel locations is a 
true position correction independent of the 
rate at which scan lines are recorded. 
Furthermore, the resultant pixel positions 
are referenced to the grating and are as 
accurate as the grating. 

Correction (iii) is also performed by pro
cessing the grating signal digitally and 
using it to determine the time at which pixel 
datais drawn from the buffer storage. The 
resultant offset is a true grating-referenced 
position-offset independent of line rate. 

Correction (iv) is accomplished servo
mechanically. As noted earlier, each film 
transport is mounted on an air bearing and 
may be rotated about an axis perpendicular to 
the holomirror rotational axis,that passes 
through the centre of the main scene scan 
line on the film. The yaw angle,e, is 
determined by a ball-bearing leadscrew 
actuator that can be seen in Figure 1 . The 
actuator is driven by a servomotor in a con
trol system that uses a shaft position 
encoder on the yaw leadscrew for feedback. 
The resultant angle is thus referenced to the 
lead progression of the screw. The control
word/ya~angle transfer function is slightly 



nonlinear as determined by the geometry of a 
linkage between the leadscrew nut and the 
film transport. 

RADIOMETRIC AND C0LOURIMETRIC 
DESIGN AND CONTROL 

For remote sensing applications as well as 
others, the fidelity of the LBIR in trans
forming intensity data from electrical form 
to the exposure given the film in recording 
mode or in recovering density data in elec
trical form from image input in scanning 
mode, is just as important as geometric 
fidelity. By careful design, a LBIR can 
perform to a high standard in this respect 
as well. This LBIR is designed to accept 
intensity data quantized to eight bits 
and introduce no intensity error exceeding 
1%. Before describing the control systems 
that achieve this, let us consider the lasers 
and wavelengths and film chosen for the 
system. 

The films for which the LBIR is designed are 
Kodak Aerocolor Negative Film 2445 for colour 
operation and Kodak Plus-X Aerographic Film 
2402 for black and white work. The critical 
choice is that of the Aerocolor 2445 mater
ial. It has been selected because it has 
adequate resolving power with a modulation 
transfer function above 90% at the highest 
anticipated data spatial frequency, 8.94 
cycles/mm and from spectral sensitivity 
curves provided by Kodak, it is almost 
perfectly matched in spectral response to 
a set of three wavelengths available from 
ion lasers - 457,9 nm from Argon ion lasers 
and 530.9 nm and 647.1 nm from Krypton ion 
lasers that have been selected as the colour 
primaries. The choice of the black and white 
Kodak 2402 was based on its resolution and 
sensitivity being more than adequate for the 
purpose . 

Three lasers are used in this LBIR to ·get 
high optical power reli~bly. These generate 
the above three colour primaries plus the 
annotation beam waveleng~h, 568.2 nm., and 
the grating horizontal position reference 
beam wavelength, 488.0 nm. The three lasers 
are: an Argon laser operating at 457,9 and 
488 . 0 nm; a Krypton laser at 530.9 and 568.2 
nm; and a Krypton laser at 647 .1 nm . 

The modulation of the intensities of the pri 
mary _and annotation wavelengths is performed 
by first separating out the five desired 
wavelengths by prisms , directing the four 
beams to be modulated through Pockels - effect 
electro-optical modulators which actas 
electrically- operable attenuators . The 

modulators allow the video data to control 
the laser beam intensities. It is not suf
ficient to simply apply a control voltage to 
the modulator and use whatever intensity beam 
emerges from the modulator output however 
when one requires radiometric fid;lity to' 
better than one percent (and indeed to even 
keep errors below fifty percent) one must 
deal with the following properties of lasers 
and modulators: 

a) While incredibly stable in wavelength, ion 
lasers like many other types, exhibit ran
dom output power drifts with time that are 
of the order of two to one long term (on a 
time scale of a month, sa.y) with broadband 
intensity noise in the l0Hz to 2MHz fre
quency range of the order of one or two 
percent r.m.s. as a fraction of mean 
intensity. If no attempt is made to deal 
with the laser noise and drift, these 
effects will be observed at the output in 
direct proportion. 

'b) Electro-optical modulators of the 
transverse-field Pockels effect type 
have a nonlinear transfer ·function with 
the output intensity being a sine2 
function of the control voltage. 

c) The transverse-field modulators are highly 
temperature sensitive and in a normal 
laboratory environment show zero drifts 
of the same order as the full-scale elec
trical signal. 

To combat these difficulties a rather complex 
feedback system is used wherein the output 
of the modulator is sampled by a photo
detector and compared with an analog repre
sentation of the desired output. At low fre
quencies (below 80KHz) it is relatively easy 
to introduce sufficient loop gain to cancel 
errors due to laser noise and drift and to 
modulator nonlinearity. Furthermore, a 
simple control system can be used to generate 
a voltage that cancels out the temperature
dependent modulator offset. The tough pro
blem is dealing with the nonlinearity and 
the laser noise and drift problems insofar 
as they affect the performance from 80KHz up 
to 10MHz. It has been found necessary to 
accurately cancel the nonlinearity of the 
modulator by a compensating non-linear pre
amplifier , a "predistorter" , and introduce 
an electronic servo-attenuator that automa
tically normalizes the forward gain of the 
intensity control loop by the value of the 
mean laser intensity to ensure that the high 
frequency transfer function from video input 
to intensity output is independent of laser 
intensity drift over a two to one range. 
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The result is a system for converting from 
video input to optical output that is flat 
to 1% from d.c. to 1MHz and is down by 3db 
at 10MHz with an optical signal to noise 
ratio of 54db, lOHz to 2MHz. 

CONCLUSIONS 
A complex but high performance laser beam 
image recorder will go into service in 
August 1972 at the Canada Centre for Remote 
Sensing that should prove ideal for the 
demanding i ::n.age handling requirements 
generated by new sensor technologies. It 
will deal effectively and productively with 
multispectral data generated by most air
craft and spacecraft sensors. Variations The outputs of the four modulators are 

recombined by a prism into the single, 
modulated beam that is focussed by the 
holomirror onto the films. 

on this form of LBIR may well find commercial 
use in graphical communications and computer 
I/0 applications. 
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Table 1 LBIR Performance Summary 

Format: 9x 14" on 9 1/2", 4 mil Estar base film 

Radiometric Accuracy: 

Bandwidth: 

S/N Ratio: 

±1%, d.c. to 1MHz 

1MHz ±1%, 10MHz -3db 

54db, l0Hz to 2MHz 

Horizontal 

Resolution: 36 cycles/mm. 
(limiting,not incl. film) _4 Ab sol. Geom .Accuracy: ± 2. 7xl 0 inch 

Typical Raster: 

Typ. Recording Rate: 
(on Kodak Aerocolor 
Negative Film 2445) 

2.20xl0-3inch/pixel 
4086 pixels/9" width 

74lxl03pixels/sec. 

Vertical 

15 cycles/mm. 

-± 2.2xl0-4 inch 

3.12xl0-3inch/pixel 
4490 pixels/14" ht. 

81.6 lines/sec. 
0.25 inch/sec. 
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PRINCIPLES OF SLAR SYSTEMS 

G.E. Haslam and D.F. Page 
Communications Research Centre, 
P.O. Box 490, Station 'A', 
SHIRLEY BAY, Ontario. KlN 8T5 

ABSTRACT 

This paper, totorial in nature, is intended 
only to provide background for the paper en
titled "SLAR Imagery Interpretation Techni
ques and Procedures for Reconnaissance 
Forestry and Soils Mapping of Remote Typi
cal Regions". Two technfques for the genera
tion of side-looking airborne imagery are 
explained here: real aperture and synthetic 
aperture. 

INTRODUCTION 

The advent of the Side Looking Airborne 
Radar (SLAR) has placed in the hands of the 
earth scientist another tool enabling him 
to remotely sense additional terrain para
meters. 

When we view an aerial photograph of say, 
a strip of terrain, we are observing the 
terrain reflectivity as mapped onto the 
photographie film through a specific trans
formation. Likewise, a radar image is a 
mapping of terrain reflectivity, but through 
qui te a dif ferent transfo;r,mation. I t is 
the varying sensitivity of these transforma
tions to intrinsic terrain parameters which 
provides the motivation for employing dif
ferent sensors. 

Radar systems are capab le of imaging at any 
time of the day or night and in almost any 
weather. In this respect they are unique 
for uses where the timely collection of in
formation is important. Modern side looking 
airborne radars have the ability to provide 
broad continuous aerial coverage on an econ
omical basis. 

To quote R.K. Moore of the University of 
Kansas Remote Sensing Lab(l), "Rngineers 
and physical scientists tend to believe 
that they must understand the complete 
mechanism before it can be applied. Earth 
scientists, however, do not find this neces
sary. In fact, they seldom understand in 
detail the reasons for particular grey tones 

1st SYMPOSIUM ON REMOTE SENSING, 1972 

on photographs and infrared images; yet they 
are aerial photographs for a wide range of ap
plications, and collecting of aerial photo
graphs is a $2 billion per year business through
out the world. Thus, engineers and physical 
scientists must consider the importance to the 
earth scientists of spatial relat ions shown 
on images, and should not believe that failure 
to understand the physics behind a particular 
radar return situation will prevent its wide 
application". 

Currently, there are two distinct types of 
Side Looking Airborne Radar systems: the REAL 
APERTURE system and the SYNTHETIC APERTURE sys
tem. The real apertu·re, being the simpler of 
the two, will be considered first. 

REAL APERTURE SLAR 

This radar is comprised basically of four ele
ments: antenna, transmitter, receiver and re
corder. 

The antenna, mounted on an airborne platform, 
is directed perpendicular to the flight path. 
(See Fig. 1) Characteristics of the antenna 
are important; beam shape in the vertical plane 
is relatively broad so that it illuminates a 
swath of terrain to the side of the aircraft; 
in the horizontal plane, the beam shape is very 
narrow and fan-shaped. 

The antenna is connected instantaneously to the 
transmitter and transmits a short burst of ele
ctromagnetic energy. (See Fig. 2) The energy 
propagates through space (at the speed of light) 
and strikes the terrain. Sorne of the energy 
is absorbed, the rest is reflected by the ter
rain. Of this energy, some is r eflected in 
the direction of the antenna. The antenna by 
this time is connected to the receiver. The 
receiver converts this energy to an electrical 
signal which in turn modulates t he intensity 
of the electron beam in a cathode ray tube. 
The beam of the cathode ray tube is swept 



from left to right such that its position 
at any time corresponds to the position of 
the electromagnetic energy propagation across 
the strip of terrain. The cathode ray tube 
trace is recorded on photographie film which 
is moving past the face of the tube at a 
rate proportional to aircraft ground speed. 
It should be noted that the time when energy 
is returned to the antenna is related to the 
distance of the reflecting abject from the 
aircraft. It is this fact that allows ab
jects displaced in range to be separated on 
the film. 

As the aircraft progresses along its flight 
path, the radar alternately transmits and re
ceives. As a result, the reflectivity of the 
illuminated terrain is sequentially sampled 
and recorded on the photographie film. 

A fundamental limitation of the REAL APER
TURE SLAR system is the degradation of 
ALONG TRACK or AZIMUTHAL resolution with in
creasing range. The beamwidth of the antenna 
is fundamentally related to the size of the 
radiating aperture. (See Fig. 3) In addi
tion, the beamwidth defines the along track 
resolution for real aperture systems. There
fore, the generation of high resolution ima
gery at long range requires the use of very 
long antennas and, of course, there is a 
limit to the length of antenna that can be 
transported by an airborne platform. 

SYNTHETIC APERTURE RADAR 

The synthetic aperture system circwnvents 
the problem of having to fly very large 
antennas and has the ability to produce 
much higher along-track resolution. 

The technique is to fly a relatively short 
antenna and at discrete positions along the 
flight path, gather both phase and amplitude 
information about objects in the beam of 
the antenna. This information is stored 
and summed. The result is the s.ame as if 
this information has been gathered by a very 
long antenna array; the resultant beamwidth 
corresponds to that of an antenna array of 
~he same length as the distance over which 
the phase and amplitude information was 
collected. A limit to thé achievable syn
thetic antenna aperture length is the ac
curacy with which the flight path can be 
flown. Apertures of several thousands of 
feet are not impossible, but at say, X-band, 
the flight path must be straight to about 
1/2 an inch. There are schemes which elec
tronically correct the flight path deficien
cies; however, a high degree of flight sta
bility and accuracy are still required. 

This points out a rather fundamental differ
ence in the way that real and synthetic aper
ture systems are deployed. Real aperture 
systems are generally flown at lower altitudes, 
say under-15,000 feet. Synthetic aperture 
systems, which do not suffer from azimuth 
degradation with range are generally flown at 
higher altitudes. Here they can get above 
the weather and fly the straight and stable 
flight paths required for high resolution. 
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SLAR IMAGERY INTERPRETATION TECHNIQUES AND 
PROCEDURES FOR RECONNAISSANCE FORESTRY 
AND SOILS MAPPING 

by 

P.M. Addison
1 

ABSTRACT 

Side-looking Airborne Radar imagery may be 
acquired day or night, or through cloud 
cover, when aerial photographie operations 
would be impossible. This imagery is 
particularly valuable for reconnaissance 
studies and the mapping of remote regions. 

Special reference is made to soils and 
vegetation interpretation by stereo viewing 
and by the recognition of textural 
differences on such imagery. Major land 
units are first delineated by geomorphology 
and physiography, with secondary delineation 
by textural detail. 

INTRODUCTION 

This paper is a case study of the inter
pretation procedures and techniques which 
were applied to the X-band SLAR imagery, for 
the vegetation and soils reconnaissance 
mapping of the Federal Territory of 
Amazonas, Venezuela. 

The area surveyed covers some 210,000 square 
kilometers south of latitude 6° North, 
bounded on the West by the Republic of 
Colombia, South and Southeast by Brazil, and 
on the East by the right bank of the Caura 
River. 

This project was to provide the required 
mapping and the initial assessment of 
natural resources, from SLAR interpretation 
and field observations, for development 
planning. 

Field work in soils and vegetation was 
conducted in April and May of 1971 by one 
team comprised of two pedologists, a 
forester, and a botanist. Investigations 
were conducted principally along the Rio 
Orinoco and some of its major tributaries. 

1
consultant for remote _sensing imagery 
interpretation and analysis, Ottawa. 
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The summary report, 21 radar mosaic map 
sheets at 1:250,000, and accompanying 
hydrographie, geological, soils, forestry 
and radar profile overlays, were delivered 
to the Government of Venezuela, according to 
contract, by International Aero Service 
Corporation on September 30, 1971. 

ACQUISITION OF SLAR IMAGERY 

The characteristics of Goodyear Aerospace 
synthetic aperature SLAR, were particularly 
appropriate for terrain and resource 
mapping of this remote tropical region. The 
twin-jet Caravelle aircraft, based in 
Caracas, was equipped with radar altimeters; 
LTN-51 inertial guidance platform; RC 9, 
multispectral and T.V. monitor cameras; 
doppler and autopilot. For a summary of 
aircraft systems and specifications, see 
Appendix A. 

Imagery was acquired in near and far range 
modes at 18 kilometer intervals yielding 60% 
common overlap for stereo viewing. Flight 
line direction was North-South with a 
constant West look direction. Polarization 
of the imagery was horizontal transmit and 
horizontal receive. Resolution was limited 
by official classification to 16 meters on 
range and azimuth. The final scale for both 
near and far range imagery was 1:400,000. 

PRESENTATION OF DATA 

Radar mosaics were constructed at a scale of 
1:200,000 to a U.T.M. grid with field control 
being mainly Venezuelan Boundary Commission 
geodetic and astronomie points. Only far 
range imagery was utilized for mosaic 
construction. 

All interpretation of the SLAR imagery was 
compiled directly on the mosaics by the 
stereo viewing of the near-range strip and 
the appropriate far-range strip in the 
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mosaic at a like scale. Separate mosaics 
were used for hydrological, physical and 
structural geological, forestry and 
vegetation, soils, and radar profile inter
pretation procedures. 

INTERPRETATION OF SOILS AND VEGETATION 

The image interpretation may best be 
classed as of a "reconnaissance type", 
specifically designed to recognize 
productive and non-productive areas for 
agriculture and forestry development 
planning. 

Data from ground observations were limited 
to the major navigable waterways. Some 
aerial photography provided supplementary 
coverage of the northern portion of the 
project area. A number of carefully 
catalogued overflights were used for 
control. Observations from recent and past 
expeditions into the Orinoco interior were 
carefully collated during interpretation. 

A marked correlation between land types, 
vegetation and soils to the geomorphology 
and landforms became evident. Delineation 
relative to physiography and climate 
provided supplementary divisions. From 
these major divisions a logical "recon
naissance" classification evolved, and 
correlated closely with textural charac
teristics of the "forest canopy radar 
shadows". 

Tone variations or radar reflection, bore 
greatest significance in the more open non
forested areas. This seems to be due tp 
less return reflection on open areas and 
more scattering of radar energy on forested 
areas. 

SOIL CLASSIFICATION 

Most of the map units are broad soil 
associations regulated by local geomorpho
logy and physiography. Stereo interpret
ation of these land units was correlated 
with some 64 field soil samples ·and profiles 
resulting in this classification. 

Soils of seasonally or perennially 
wet- plains 

A-1 Alluvial soils, undifferentiated 
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Sl - Figure 1: This unit occurs along 
large rivers and is 
usually composed of 
ancient alluvial 
deposits which in this 

particular case is 
seasonally flooded by 
the Rio Orinoco. 

A-2 Yellow and gray soils 

S2 - Figure 1: This unit is largely 
ancient alluvial plains, 
slightly eroded, and 
periodically flooded in 
some regions. The 
recent evolvement of 
savannah soils is typical 
of this unit (possibly 
resulting from fire). 

A-3 Sandy soils (poorly drained). 

A-4 Marsh, swamp and highly organic soils. 

Soils of eroded or sandy plains 

B-1 Sands (well drained). 

B-2 Red and yellow soils on highly dissected 
plains. 

B-3 Eroded red and yellow soils, commonly 
with ironstone concretions, on nearly 
level to rolling plains, and associated 
rockland. 

B-4 Eroded red and yellow soils on strongly 
rolling plains, and associated rockland. 

Soils of uneroded and slightly eroded plains 

C-1 Red and yellow soils on nearly level to 
rolling plains. 

S3 - Figure 1: A typical uneroded plain 
elevated above the 
influence of the Rio 
Orinoco and having some 
traces (in the north and 
east of the unit) of the 
ancient peneplain. 

C-2 Red and yellow soils on nearly level 
plains among steep hills. 

S4 - Figure 1: A typical example of an 
eroded, nearly level 
plain, with some remnants 
of the peneplain 
comprising hills. 

C-3 Red and yellow soils on low hills. 

SS - Figure 1: A typical soils unit 
associated with low, well 
eroded bills. 



Soils of high plains and mountains 

D-1 Red and yellow soils, moderately deep 
and associated rockland on steep hills 
and talus slopes. 

S6 - Figure 1: A soils unit associated 
with moderate to steep 
hills and colluvium 
resulting from the 
erosion of talus. In 
this case soils are 
relatively deep. 

D-2 Red and yellow soils, shallow and 
moderately deep, and associated with 
rockland and mountains. 

S7 - Figure 1: An example of soils 
moderately deep in the 
valley to shallow on the 
hills, typically 
associated with the 
moderate erosion of the 
peneplain. 

D-3 Rockland and shallow soils on rough 
mountains. 

S8 - Figure 1: An example of shallow 
soils on high, rough 
mountain areas. 

VEGETATION AND FORESTRY 

The following classification of vegetation 
types and subtypes was developed by dividing 
the major recognizable features into low
lands, uplands, mountains, savannahs and 
marshes. 

In this classification, single numbers re
present a broad vegetation type, and a 
number accompanied by a letter indicates a 
subtype. Lowland forest is represented by 
the number "l", while a riparian or 
periodically inundated forest area is 
identified as "la". 

Classification of Vegetation Units 

1 . Lowland forest 

la Periodically flooded or riparian forest 
(Varzea Forest) 

lb Permanently inundated or wet forest 
(Ipago Forest) 

2 Upland forest 

2a Highland riparian forest complex 

3 

2b Highland montane forest complex 

Summit and Tepui vegetation 

3a Montane savannah 

4 Savannahs 

5 

4a Dry phase savannah 

4b Wet phase savannah 

Marsh and Aquatic vegetation 

Complex types are identified by the use of 
primary and secondary numbers combined in 
accordance with their degree of relative 
importance. 

Classification Description 

1. Lowland Forest. This vegetation class 
occurs on areas adjacent to major rivers 
and streams. In some cases it merges 
into relatively flat upland areas. Be
cause of its situation it may be either 
periodically flooded during the wet 
season, or covered permanently by flood 
or stagnant waters of variable depth. 

Vl - Figure 2: Typical "l" Lowland 
Forest with a smooth 
and uniform textured 
canopy. Tone appears 
mottled due to slightly 
undulating topography 
causirig ~ variation of 
the SLAR's view angle. 

V2 - Figure 2: This lowland Forest cover 
occurs on a slightly more 
elevated and fresher site 
than VI, resulting in an 
even, though less uniform, 
textured canopy. This 
texture is usually 
associated with larger 
individual crowns than 
VI. 

la. Periodically inundated lowlands or Varzea 
forests may develop into Gallery type of 
forest when accumulated silt carried by 
the rivers builds up into levees; 
vegetation then becomes characteristically 
different. Another type of gallery 
forest may also occur along streams in 
savannahs determined in this case by 
height of the water table. Such gallery 
forests are easily distinguished. 

485 



V3 - Figure 2: Lowland Forest "la" or 
Varzea forests 
typically have a mottled 
and distinctly broken 
canopy texture. Small 
"holes" appearing in the 
broken canopy are 
usually small Indian 
settlements. Under 
stereo viewing the ceiba 
or kapok tree crowns, 
some achieving a diameter 
of 50 meters, stand out 
as individually resolved 
trees on the imagery. 

lb. Permanently inundated or Ipago forests 
are almost perennially inundated. 
Appearance of the canopy is extremely 
uniform, due to limited number of 
species with almost similar heights and 
crown form. Such areas are frequently 
interwoven with channels. Separation 
of types 1, la and lb is based 
essentially on observation of tonal 
quality indicating various reflectivity 
patterns derived from irregularity of 
the canopy and the presence or absence 
of tree storeys. 

2. Upland forests occur on well drained 
sites above the reach of flood waters. 
Terrain is usually flat to rolling. 
Forest characteristics on SLAR imagery 
indicate areas of broken continuity, 
the highest shadow corresponding to 
tallest growth of trees through the 
canopy level, and usually related to 
fresher and more fertile soil 
conditions. 

V4 - Figure 2: The degree of terrain 
erosion and dissection 
is moderate to extreme 
in this Upland Forest 
type. Canopy texture 
varies with the broken 
terrain and the tree 
crown heights. 

2a. Highland riparian complex forests occur 
along valley topography rising from a 
normal upland situation towards mountain 
conditions. This gives rise to a 
multiplicity of drainage channels 
associated with extremely high rainfall. 
Three main aspects can be recognized: 
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V-type valleys, U-type valleys, and 
broad colluvial valleys. 

In the V-type valleys, the slopes are 
covered by trees of fairly uniform 

height; in the U-type, vegetation is 
lush at the bottom of the valley and 
sparse on the rocky ledges and talus 
slopes bordering the almost vertical 
sides. The bottoms of these valleys 
occasionally show dry savannah areas 
possibly associated with exposure and 
lower rainfall. 

The broad valleys have flat to slightly 
undulating topography. They display 
uniform tree vegetation of considerable 
size growing over moist soils, 
followed by a broken canopy resulting 
from the development of a two-storeyed 
forest over the colluvial material. 
Toward the head of such valleys, as they 
increase in altitude, the forest cover 
tends to merge with montane type forest 
vegetation. 

VS - Figure 2: This "2a" is a typical 
broad, U-type valley 
Upland Forest complex. 
Texture of the forest 
cover is rough or broken 
throughout the entire 
valley. 

V6 - Figure 2: This "2a" is a V-type 
valley with moderately 
uniform forest canopy 
texture on the valley 
sicles, and with a broken 
canopy texture in the 
valley bottom along the 
major drainage channel. 

2b. Highland montane forest. This type 
develops at higher elevations, often on 
highly dissected and eroded peneplains, 
but more generally on less eroded 
mountains. Canopy texture appears rather 
uniform, in general, so that density of 
the crown pattern is somewhat related to 
that of the broad valley flats, except 
when affected by broken topography. 

V7 - Figure 2: This "2b" Montane Forest 
type is on the steep 
talus and colluvial 
slopes of Cerro Duida, 
a major mountain and 
outstanding geological 
formation. Canopy 
texture is uniform except 
when broken by drainage 
channels. 

V8 - Figure 2: A typical "2b" Montane 
Forest with a broken 
canopy occurring on a 



highly dissected pene
plain. This causes 
areas of high and low 
tonality relative to the 
aspect of the SLAR look 
angle. 

3. Summit and Tepui2 vegetation develops at 
high altitude and therefore gives rise 
to contrasts in reflection which are 
largely due either ta conditions of high 
humidity or ta dryness of soils. 
Texture of imagery here proves more 
reliable than tonality. 

Vegetation consisting of clumps of small 
trees in depressions, is easily distin
guished from surrounding elements of 
bare rock with little or no vegetation. 
It can therefore be easily delineated 
since rocky surfaces give high reflec
tion and details become obliterated. 

V9 - Figure 2: A typical "3" Summit 
vegetation unit 
associated with little 
or no canopy reflection 
due to short, dispersed 
vegetation on a rocky 
background. These 
isolated "tepuis" pla
teaus occur 1500 to 2000 
meters above surrounding 
terrain, almost conti
nually under cloud cover. 

Vl0 - Figure 2: This "3(2b)" is a com
bined Summit and Montane 
Forest vegetation group. 
The Montane Forest 
occurs on lower slopes 
and in the valleys where 
soils are more moist and 
deep. 

3b. Highland savannahs are formed of low
growing shrubs that develop on either 
wet organic matter or dry coarse sands 
or pebbly rock material. In the first 
case, the vegetation will appear in 
darker tones than in the second ins
tance where reflection is higher. 

4 • Savannahs can be easily distinguished 
from the surrounding forest vegetation 

2
Tepui, an Indian term used to describe high 
summit regions. ref. Maguire, Bassett, 
"Cerro de la Neblina, Amazonas, Venezuela. 

and their extension be determined with a 
high degree of accuracy. However, they 
possess variable tonal characteristics 
which help to determine whether they 
belong to a dry or a wet phase type. 

Vll - Figure 2: A "4(1)" vegetation 
unit predominantly 
Savannah surrounded by 
Lowland Forest. The 
Savannah has a smooth, 
dark tone, indicative 
of clumps of short 
grasses and scattered 
trees associated with 
exposed, moist, surface 
material. This could be 
classified as "4b", Wet 
Phase Savannah, if it 
was nota complex type. 

4a. Dry phase savannahs ordinarily develop 
on coarse rapidly drained sand flats, 
dry colluvium, rocky foothills or iron
stone crusts. Vegetation is sparse. 
Reflection from the soils being. very 
high, their extent can be determined 
with considerable accuracy. 

Vl2 - Figure 2: This is predominantly a 
Lowland Forest type with 
Dry Upland Savannah 
indicated by the wedge. 
The narrow band of 
"gallery" forest along 
the drainage channels 
within the open savannah 
is of particular 
interest. 

4b. Wet phase savannahs are found on finer 
soil material, mainly of alluvial origin, 
with flat topography or miner slopes. 
The vegetation is denser than on the dry 
phase type, due to better water-holding 
capacity of the soil. Lesser reflect
ivity causes them to appear darker on the 
imagery and therefore to be delineated 
with comparative ease. 

5 • Marsh and Aquatic vegetation designates 
generally treeless areas permanently 
covered by moisture-loving plants and 
frequently interspersed with pools of 
stagnant water. In the imagery, they 
show up with a dark tonality which the 
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vegetation slightly alters. Open water 
surfaces, on the other hand, appears 
black. 

Summary of Vegetation 

This is a general description only. Many 
subtle variations in texture and tone have 
not been included, as consistency could not 
be recognized throughout the project area. 
However, detailed study of these variations 
may hold the key to distinct vegetation 
communities. 

The area distribution of vegetation was 
compiled by 9 hydrographie sub-regions. 

In order to evaluate the relative 
importance of the various productive forest 
types and thus gain an appreci~tion of 
their significance in the nine Sub-regions 
of the Project, ~he following table indica
tes the area (km) distribution of 
productive forest based on the SLAR survey. 

The total productive forest area is 93.6% 
of the surveyed area, and 84.8% of the 
Territory of Amazonas proper. 

Related Costs of the SLAR Survey of 
Amazonas Territory 

The Amazonas survey incorporated SLAR survey 
acquisition; construction of SLAR mosaics 
to Shoran, astronomical, and Boundary 
Commission control points; field work with 
associated logistic support; associated 
photo laboratory services; interpretation of 
hydrology, geology, soils, and vegetation, 
with final drafted overlays in each disci
pline. The cost

2
of these services for the 

total 210,000 km, amounted to approximately 
5 to 6 dollars per square kilometer. 

CONCLUSIONS 

SLAR imagery coverage of unexplored regions, 
in addition to . providing remarkable physio
graphic and topographie detail, permits 
immediate identification and geographic 
localization of broad forest units. 
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SLAR coverage coupled with simultaneous 
field investigations allows determination of 
general features and ecological relationships 
of the forest vegetation, thus orienting 
future inventories of forest resources at 
considerable saving of time and expenditure. 

I would like to thank Aero Service 
Corporation of Philadelphia and Goodyear 
Aerospace for survey data and imagery 
respectively, Spartan Aero Limited of Ottawa 
and the Forest Management Institute of 
Environment Canada for assistance, and in 
particular Dr. L.Z. Rousseau of Spartan 
Aero and Dr. A.J. Vesse! of Aero Service 
Corporation for vegetation and soils data 
respectively. 
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2 Area (km) Distribution of Productive Forest 

Types by Sub-Regions 

Sub-Region 1 la 

1 
2 2,387 141 
3 4,766 163 
4 743 12 
5 3,014 246 
6 3,112 326 
7 
8 11,809 649 
9 651 

Total Area 26,482 1,537 by Types 

Total Productive 
Type Percentage 

APPENDIX A 

Summary of Aircraft Systems and 
Specifications 

OPERATIONS 

Flight Direction: North-South 
orientation 

Look Direction: West 

lb 

93 
248 

558 

3,757 
29 

4,685 

SLAR Strip Annotation: The first four 
digits indicate 
degrees and 
minutes west of 
the Prime 
Meridian with the 
letter indicating 
flight direction. 

Flight Line Spacing: 8 kilometers 
alternating near 
and far range. 

Overlap: 60% minimum 

AIRCRAFT 

and Associated Systems 

Aircraft (A/C): Caravelle Twin-jet 
A/C Ceiling: 12,500 meters 
A/C Range: 4,000 km+ 
A/C Payload: 21,000 kilograms 
A/C Personnel: 6 crew 

10 (max) Observers 
Req'd. Runway: 2,300 meters, paved 
A/C Velocity: Velocity is determined by 

the LTN-51 inertial 

2 

98 
10,322 

9,495 
6,077 

11,779 
9,366 
9,803 

16,044 
1,334 

74,318 

2a 

271 
467 

1,948 
945 
876 

3,632 
350 
388 

8,877 

Total Productive 
2b Areas by Sub-Region 

2,957 3,326 
8,233 21,643 

21,664 38,284 
6,799 14,576 
4,577 21,050 

23,186 39,622 
3,836 13,989 
2,895 35,542 

2,014 

74,147 190,046 km
2 

93.6% 

guidance platform. The rate 
of SLAR film advance is alAo 
linked to the LTN-51 by a 
velocity - proportional 
analog voltage output. 

A/C Radar Altimeters: 

a) First return SLAR energy, directed 
via a vertical horn with a 
resolution of 20 meters and accuracy 
of 80 meters. Return is recorded in 
both digital and analog form. 

b) The Stewart Warner Radar Altimeter 
has a resolution and accuracy roughly 
equivalent to the first return SLAR 
Altimeter. It is employed as a 
check and back-up piece of equipment. 

A/C Altitude Control: Altitude is 
controlled by the 
manual setting of 
the altitude-hold 
mode of the Lear
Siegler L-102 auto
pilot. Reference 
altitude is 
adjusted to sea 
level over known 
sounding areas. 

A/C Camera Systems: 

a) W~ld RC 9 camera 
b) I S multispectral camera 
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c) Nadir observation closed circuit 
TV camera with Zoom lens. 

GOODYEAR AEROSPACE 
SLAR SYSTEM 

Frequency: 9600 ± MHZ 
Wavelength: 3.12 cm 
Radiation: Coherent 
Antenna Type: Both left and right side 

slotted phase array. 
Resolution: Range 16 meters 

Azimuth 16 meters 

Note: Because of synthetic 
aperture, there is no 
loss of original 
resolution at maximum 
range. 

Pulse Frequency: 1000 to 1600 pulses per 
second. 
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Pulse Length: Actual: 0.9 u sec. 
Effective: 0.06 u sec. 

Bearn Width: Horizontal 1.4° 
Vertical 45° with power 
distribution 

Maximum Slant Range: 57.5 km 
Look Direction: Direction optional, left 

and/or right, which may 
be switch in-flight. 

Data Film: Type EK SO 3493, 5 inch width 
by 200 feet long. 

Data Film Scale: range (or across-track) 
is 1:400,000 azimuth 
(or along-track) is 
1:5555 

Recording Capacity: 
Final Image Scale: 

approximately 1690 km. 
is normally 1:400,000 
but may be enlarged 
photographically after 
correlation of the 
data film. 
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SUMMARY 

Remote sensing systems may be regarded as 
extensions of man's natural senses. As such, 
they should be governed by the same prin
ciples that govern natural perception. Per
ception is described as a means whereby 
information useful for action is separated 
from the enormous mass of useless information, 
and encoded in a way suited to rapid evalua
tion of potential behaviour. This functional 
viewpoint leads to th~ idea that the 
"attention" of a "central processor" must be 
devoted at any one time to a small region of 
the environment and that a behaving organism 
should be provided with a large nurnber of 
feature detectors which continually monitor 
the environment for items that deserve the 
attention of the central processor and send 
"alarms" when such fe~tures are detected. 
Attention should continually shift except 
when called by these alarms. The vigilance 
decrement is perhaps due to an inappropriate 
requirement that attention be deployed on a 
single display for continuous periods of 
time, and might be averted by transforming 
the display in such a way that targets appear 
in a manner to which natural "alarm" 
detectors are suited. Similarly, the provi
sion of hardware feature detectors should be 
a major part of remote sensing systems used 
in searches for known target types. 

INTRODUCTION 

Remote sensing systems are used in many ways 
and in many environments. Wherever man can
not use his natural senses, whether because 
the thing to be observed is in the wrong 
place, or because he is not sensitive to the 
kind of energy with which it must be observed, 
there exists a situation where remote sensing 
is valuable. Remote sensing systems are used 
in airborne geophysic.al surveys, to monitor 
city pollution, to search for lest aircraft, 
to monitor conditions inside a nuclear 
reactor, to detect invading aircraft. We map, 
we seek, we monitor, and we react to events 
indicated by the instrtnnents. We may record 
data for possible later use, or we may want 
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to respond as quickly as possible to critical 
events. Whatever the operation, except in 
the simplest, algorithmically controllable 
feedback systems, a human sits at the centre 
of the system. Sometimes many humans are 
involved in a system whose overall function
ing is controlled by one person at the centre; 
sometimes there is only one man involved. 
But in most cases, the remote sensing systems 
gather and display their information so that 
a human can act. He may read a map, the pro
duct of a remote sensing system, and decide to 
despatch an oil drilling party, or he may look 
at a radar screen and decide to send an inter
cepter to investigate an unidentified air
craft. 

In this paper, "remote sensing" refers to any 
method whereby a human gains information 
about the world other than through the unaided 
use of his natural senses. Remote sensing 
systems are extensions of the natural human 
senses, and their effective design should in
tegrate with the design of the natural per
ceptual system. Indeed, even if a computer 
were to be the controlling centre for a 
remote sensing system, the same principles 
would apply, since they are based on the 
utilization of information rather than being 
inferred from results of experiments on 
natural perception. 

Although current uses of remote sensing sys
tems bear mainly on mapping functions, in 
which datais brought back for later 
selection by the human, this paper considers 
primarily situations in which the data should 
be used immediately if they are to be most 
effective. To this end, a functional view
point of perception is described, a viewpoint 
which suggests some possible ways to make 
remote sensing systems in conjunction with the 
human more effective. Although the viewpoint 
appears reasonable, its assertions are fre
quently derived from everyday experience 
rather than from formal study. For this rea
son, and because this is not intended as a 
paper for psychologists, the viewpoint is 
asserted rather than argued, and references 
are held to a minimum. 
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The Problem of Perception 

Perception has evolved as a method of coor
dinating the behaviour of the individual. 
It is not just a method of making an image 
to match the world so that a homunculus can 
look at the image instead of looking at the 
world. Sorne theorists go so far as to 
identify perception with the total set of 
behaviour for which the individual could be 
prepared, but it is not necessary to take 
such an extreme position in order to recog
nise that the evolutionary success of per
ception must be due to the survival and 
reproduction of the perceiving individuals. 
In any behaving system, whether it is an 
organism or an army, effective behaviour 
depends on getting valuable information to 
the right place at the right time, as well 
as on having proper methods of dealing with 
the information and reacting toit. 
According to this viewpoint, the content of 
perception is the information currently 
deemed valuable and relevant to possible 
action. The individual or organisation per
ceives in order to act, and perception is 
closely tied to action possibilities. 

The fundamental problem facing any perceiv
ing system is that there is too much inform
ation available in the world, and too little 
of it is relevant to the needs of the 
moment. We are bombarded from all sicles 
with electromagnetic radiation of all wave
lengths; the air vibrates in all directions 
over a wide range of frequencies; surfaces 
react differently to chemical and mechanical 
probing; we touch and are touched by innum
erable objects. We can increase without 
limit the number of properties we choose to 
test, and we can increase without limit the 
resolution with which we measure. The 
relative positions and motions of objects 
give way to the relations among their con
stituent molecules, and thence to atoms and 
the uncertain relationships among their 
elementary particles. Sorne information is 
in the structural patterns of things as 
they are at any given moment, some in the 
patterns of events as they occur. 

In principle, one could analyse all this 
available information, relate the different 
structures,and extrapolate correctly the 
probable consequences of all possible 
actions. In practice, matters are quite 
otherwise. The central decision processor 
cannot possibly perform in one lifetime the 
analysis of even the static structures. As 
for the changes introduced by ongoing events, 
the information they introduce must often be 
acted on in seconds if the individual is to 
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survive. The great problem is how to select 
the useful from the relatively useless inform
ation, and how to minimize the search for 
structural relationships whose potential num
ber is very large for even a small amount of 
input data. 

Natural perceiving systems have evolved a 
number of techniques to deal with the informa
tion overload problem. So obvious as to be 
often ignored is the complete and arbitrary 
elimination of most of the electromagnetic 
spectrum and most of the mechanical vibration 
spectrum. Similar arbitrary elimination of 
information is accomplished by limitation in 
the resolution of the sensors. It is techni
cally possible to design an eye with any 
desired resolving power, and an ear with any 
desired sensitivity. But resolution and 
sensitivity beyond certain limits becomes less 
and less useful and more and more costly. The 
elimination of data sources unlikely to prove 
useful or likely to be too expensive is a good 
design principle for a perceiving system as 
well as for a National Science Policy. A 
remote sensing system is the result of a 
policy decision to use a data source elimin
ated by nature, and must be regarded as 
increasing the data reduction problem facing 
the human observer. 

Information is structure. A reduction in the 
types of structure sought implies a reduction 
in information processing requirements. Most 
structure in the world is short range in 
terms of the sizes of elements composing the 
structure. Neighbouring points tend to have 
the same brightness, and when they do not, 
the same difference probably can also be 
found between a nearby pair of neighbours. 
Distant points rarely correlate well. Short 
time spans yield higher correlations than do 
longer ones. Accordingly, it is usually more 
profitable to look for short range structure, 
bec~use more will be found. This is especial
ly true when one considers that the number of 
possible twofold relationships in a two
dimensional space varies with the fourth 
power of the range over which they are sought, 
whereas the number of actual relationships 
over the longer ranges is probably less in 
total than the number of shorter range 
relationships. The neural cells needed to 
implement one simple pair-wise relationship 
among all pairs of retinal receptors would 
occupy a volume of some 300 cubic metres, 
at a conservative estimate. This figure alone 
shows how few of the possible structural 
relationships can actually be detected in any 
real system operating on natural data. 

The cost-effectiveness of structural searches 



must decline very dramatically with increas
ing range. This fact is realized in the 
anatomy of natural perceiving systems, in 
that the elementary feature detectors typi
cally have a high density of connection with
in a restricted neighbourhood and a very low 
connection density outside that neighbourhood. 
Even the so-called Fourier analyser elements 
may extend little more than a wavelength of 
the spatial frequency for which they are most 
sensitive. Larger-scale structure can 
readily be determined from the interrela
tions among the small-scale structures given 
by the primary feature detectors. In hearing, 
the probable relationships are among harinoni
cally related features, and harmonie struc
ture feature detectors should be common in 
the auditory system. 

Wired feature detectors, at whatever level in 
the hierarchy, can respond only to the 
feature for which they are designed. The 
system designer has the option of incorpor
ating wired detectors for all possible 
features or of eliminating unlikely features 
in favour of the ones that will most . 
probably occur and be useful in practice. If 
the latter course is followed, as it must be 
in a device dealing with the complexity of 
nature, the system will be inflexible since 
the features discarded in the design may 
actually occur and be important on occasion. 
A system simplified by the elimination of 
possible fixed-feature detectors can be 
augmented by the addition of a variable, 
probably slow and non-algorithmic feature 
analyser which can look for new features of a 
kind not considered in the system design. 
This general analyser should then be capable 
in principle of discovering any kind of 
relationship that occurs in the environment . 
It should be used in most cases to determine 
complex or long range relationships, for 
relatively few of which would fixed feature 
detectors be economically feasible. The 
general analyser presumably forms part of 
the central processor which must decide on 
general courses of action on behalf of the 
entire individual, since it must take 
cognizance of relationships among effects 
from all data sources. It "thinks". 

Information processing load reduction can 
thus be accomplished by ignoring possible 
data sources, and by ignoring possible 
r e lati onshi ps among data sources. The 
latter method of achieving reduction bas a 
potent ially severe difficulty in loss of 
adaptabi l ity, which can be mitigated by the 
i ncorporation o f a gene ral analyser capable 
of pro cess i ng any relationshi ps that mi ght 
occur i n the environment. Such a central 

processor pays for its capability with loss 
of speed. It also necessarily bas to "pay 
attention" by considering at any moment only 
a small portion of the incoming data stream. 
This need to pay attention is the most 
significant aspect of the human central pro
cessor design from the viewpoint of the 
remote sensing system designer who wishes to 
provide the human with a useful instrument. 

Interesting Things and Perceptual Modes 

In order further to understand ways to accom
plish information processing load reduction, 
we must consider how information is used in 
connection with behaviour. To this end, we 
can classify the things in the world that 
might be interesting in the sense that they 
might relate to current or subsequent be
haviour. 

Interesting things corne in two major classes. 
These classes are not completely dichotomous, 
but shade into one another. Things in one 
class stay around long enough to be examined 
at leisure, while things in the other class 
are transient; they are here one moment and 
gone the next. What constitutes leisure 
depends rather on circumstances. A mil
lionth of a second is a very long time in 
high-energy physics, but a month is short in 
the affairs of nations. Roughly speaking, if 
the thing being examined is there for a long 
time compared to the time taken to get ~11 
the essential data and to define the impor
tant relationships within the data, then it 
can be examined "at leisure". The processor 
can do many things before it has to pay 
attention to a stable thing. What constitutes 
leisure in the human time scale depends on 
circumstances, on what is being observed, and 
on what relations must be discovered in order 
to result in satisfactory behaviour. In 
ordinary perceptual experience, one would 
probably sa:-,· that something which lasted only 
a few seconds was transitory, while somethi ng 
lasting a few minutes was stable. 

Language usually classes things as "objects" 
or "states" on the one band, and "events" on 
the other. Not all languages make the dis
tinction in the same way. In English, there 
is a clear distinction between active events 
and stable states. The fact of change, 
however slow, is distinct f rom the state i n 
any given time-frame. Objects, lingui s t icall~ 
have a permanent and individual existence , 
no matter how this permanency and individual
ity is belied by the real world. 

In Hopi, according to Whor f (1940), t he more 
prominent distinction i s between conditions 
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lasting longer or less long than a cloud. 
Fast things, like a lightning flash, a 
"setting of a stone", or a spoken command, 
are classed one way, whereas things slower 
to change or vanish, such as a house, a 
season, or a migration would be in the other 
class. The distinction between object and 
activity is less clear than in English, 
while the distinction between short and long
lasting phenomena is sharper. Both ways of 
speaking reflect valid views of reality. 
English focusses more on the relationship 
between actor and the thing acted upon, on 
the differences between the fact of change 
and the momentary state, whereas the Hopi 
focusses more on whether the condition must 
be observed now or whether observance can be 
put off till later. The Hopi view is more 
consistent with the emphasis placed here on 
the functions of perception which depend on 
whether or not the phenomenon will wait 
until the observer can attend toit. 

The World Map 

One of the major functions of perception is 
the construction of a world picture, a "map" 
of the stable states and objects in the worlcL 
The construction of this map is often taken 
to be the only function of perception, and 
its accuracy to be a measure of the ade
quacy of perception. Evolutionarily, this 
cannot be so. The adequacy of perception 
must be measured by the survival of the 
species, and the survival value of such a 
trait must be determined by its ability to 
induce correct action quickly enough to meet 
the circumstances. The production of a map 
is obviously one function of perception, but 
not the sole function. Neither is maximum 
map accuracy a reasonable measure of the 
value of the map. It must be an action
centred map, organized and arranged so that 
possible courses of action can be tested 
with its aid. Irrelevant detail is detrimen
tal for speed. The map is more than a 
picture, but less than real~ty. 

The map constructed by perception shares 
many qualities with a paper map. Both fall 
short of a complete representation of the 
region they depict. Both emphasize relation
ships that are useful for the purposes at 
hand.just as a road map discriminates the 
surface qualities of the roads and may 
ignore the railways and the heights of land, 
while an agricultural map depicts fields of 
oats differently from fields of wheat, so the 
mental map must include coded representations 
of relationships that have been observed to 
exist in the world and are probably relevant 
to action. The labelling and coding by 

500 

symbols and colours on paper maps are 
analogies of features which are often diffi
cult to see in a photograph of the terrain. 
A skilled photo-interpreter must employ his 
skills before an aerial photograph can be 
turned into a map. Similarly, considerable 
coding and interpretation must be done before 
the raw sensory data stream can produce the 
relationships that go to make the mental map. 
The variability and complexity of these 
relationships suggest that they are largely 
discovered by the central processor. Indeed, 
since we have presumed that the central pro
cessor is responsible for the action deci
sions, it alone can know what features are 
currently relevant to action and should be 
incorporated in the map. This in turn 
implies the need for focussed attention in 
construction of the map. Map construction is 
relatively slow, partly because only a small 
part of the world can be scanned atone time, 
and partly so that the coding can be complete 
enough to permit fast map use when necessary 
for inmediate action. 

Neither the mental nor the paper map is used 
at the moment of its construction. Beth 
serve as reduced and simplified sources of 
secondary information about portions of the 
world that may or may not be involved in 
later action. If action is required, however, 
the map makes it much easier to plan. Map 
data can be combined with current data, so 
that the terrain need not be resurveyed 
before each operation. The information is 
there and already correctly coded. 

Attention and Alarm 

Construction of the mental map requires 
focussed attention. Only a part of the map, 
and probably only a few features in that part, 
can be constructed at any one time. The 
world is too big and complex to be analysed 
all at once. Hence, the evaluative central 
processor must ignore most of the world most 
of the time. This does not mean to say that 
the whole individual ignores most of the 
world. The contrary is true. The wired 
feature detectors always operate on their 
portion of the data stream, regardless of 
where the attention of the central processor 
is deployed. 

The focussing of attention implies a danger 
to the individual; events may happen and be 
missed if attention is not directed to them. 
This is the point of the distinction between 
things that can be examined at leisure and 
things that corne and are gone. Attention 
can be deployed at will among the abjects and 
stable states, but events must be examined 



while they happen or they will be missed. Of 
course, a certain amount of storage permits 
ongoing events to be held briefly in memory 
until they can be evaluated. Such storage 
would have to act like a shift register 
holding a certain duration of the entire 
data stream. Some storage of this kind is 
necessary, but it would be very costly to 
provide a long duration of such a wide-band 
shift-register. It would also not solve the 
problem of events that require fast responses. 
The simpler answer is to make a design deci
sion that certain features probably signal 
situations demanding the attention of the 
central processor, and whenever these fea
tures are detected, an alarm calls the at
tention of the central processor to the 
region containing the alarming feature. 

Consider vision. At first glance, vision 
seems to be the perfect example of a pattern 
processing system. Most remote sensing 
systems use visual displays and rely on the 
observer's vision to sort out the useful 
from the useless information. Yet little 
of the visual system itself is devoted to 
pattern processing. The whole system is a 
good example of the focussing and alarm prin
ciples on which attention is based. 

When the eyes look straight ahead, one can 
see almost a full hemisphere. However, very 
little pattern is visible in the outer 
ranges of the hemisphere, and only the cen
tral 1° is really useful for pattern vision. 
Acuity declines dramatically with distance 
from the centre. Twenty degrees from 
central vision the resolution has declined 
by a factor of ten, which means that the 
information transmission capacity for pattern 
has declined by a factor of 100. This 
decline is not matched by a parallel decline 
in the receptor density. Twenty degrees out, 
the receptor density is at least as high as it 
is in the centre, and this density provides 
the technical capability for the visual 
resolution to be as good in the one region as 
in the other. But the fibres of the visual 
nerve are nowhere near as plentiful 20° out 
as at the centre, as if the potentially 
available resolution had been deliberately 
discarded, after having been built in. It 
looks at first sight like a design by conunit
tee, an unusual thing' to find in a system 
tried and tempered by evolution. 

What are all the extra receptors good for? 
In terms of alarm systems, the answer is 
apparent. The visual periphery is exquisite
ly sensitive to movement. Movement can 
readily be resolved between positions which 
cannot be resolved on the basis of static 

acuity. Even 20° out from the fovea, a move
ment can be seen between points separated by 
only 3 minutes of arc, and possibly less. In 
the further periphery, very little can be 
seen at all unless something moves, and when 
something does move it is very obvious. It 
draws the attention. It "alarms". 

Motion is a reasonable feature to have as an 
alarm in the visual system. Most of the 
visible world is fixed at any one moment, and 
movements usually signal either an event that 
must be accorded some imnediate reaction. A 
good proportion of movements deserve atten
tion, and those portions of the world that 
do not move can readily be scanned when time 
is available. Those movements that do not 
signal interesting events can be dismissed 
after a quick attention shift determines 
their uninteresting nature, and even if they 
continue they may not thereafter raise an 
effective alarm. Their uninteresting nature 
has been coded and can be determined for or 
by the central processor without an overt 
attention shift. 

The ability to dismiss an alarm is a necessary 
function of an attention-getting procedure 
based on fallible analysis. Since the alarm 
system is likely to respond to a situation 
that does not really require the immediate 
attention of the central processor, and to 
continue responding to situations to which the 
central processor has already reacted, the 
central processor must be able selectively to 
switch off or to ignore an alarm. 

Alarms in vision can be effective even when 
the detected feature is as simple as motion. 
In hearing, the situation is different. 
Hearing is not primarily a mapping sense. 
Most things we hear signal events, but this 
very fact suggests that most auditory events 
are not behaviourally significant and 
should not draw the attention of the central 
processor. In hearing, significant events 
~ust be distinguished from non-significant 
events by the peripheral preprocessors 
before an alarm is given. This means that 
there must be alarm feature detectors much 
more sophisticated than the simple motion 
detectors of the visual system. Furthermore, 
since simple waveform equivalence is inade
quate for determining an event in the world, 
fairly complex and probably hierarchical 
sets of feature detectors must be involved. 
The fact that one's own name can serve as an 
alarm (as is shown by the ability to hear it 
in a noisy cafeteria) indicates that alarm 
features can be not only complex, but also 
learned. This is probably true also of 
alarms in modalities other than hearing. It 
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suggests further that feature detectors them
selves can be learned and do not have to be 
hard-wired genetically. For more complex 
features, most detectors are probably 
learned, probably in response to behavioural 
needs. 

Implications for Remote Sensing Systems 

The perceptual principles identified above 
carry several implications for the design 
of remote sensing systems whose data are 
to be used as they are gathered. They have 
little bearing on applications in whièh data 
are stored for later retrieval, as they are 
in mapping operations, for example. 

The most immediate application is in the 
area of prolonged monitoring, or vigilance. 
The vigilance decrement is a term used to 
describe the inability of an observer to 
maintain his efficiency in detecting criti
cal but infrequent events. The vigilance 
decrement seems to b~ a product of the 
technological age, and is usually associated 
with the need to pay continuous attention to 
a data source that does not provide much 
information and requires little reaction. 
According to the viewpoint on perception pre
sented here, this is a most unnatural 
situation. Unless some event that needs im
mediate reaction or which requires a map 
update is going on, attention should not be 
devoted to a single data source. The primary 
task of the central processor is control of 
behaviour, which specifically requires con
tinua! restructuring of the world map. This 
may be accomplished by deploying attention 
among the various possible data sources, or 
by thinking about structures inherent in data 
already obtained. Mapping is prevented by 
paying attention to an uninformative data 
source. It seems that the conflict between 
the task requirements and the requirements of 
map updating is usually resolved by reducing 
the attention paid to the task. It is only 
fair to point out that this is a speculative 
hypothesis about the vigilance decrement, for 
~hich there is as yet no satisfactory pub
lished theory. 

If this hypothesis concerning the cause of 
the vigilance decrement ·has merit, then 
remote sensing system designers, including 
the designers of radar and sonar systems, 
should beware of giving an operator an 
information-free and behaviour-free task. 
The operator should be allowed ample time 
to attend to matters other than the data dis
play. Ideally, the possible presence of an 
interesting target should be signalled to 
the operator's alarm system. Motion 
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perceived in the visual periphery would pro
bably be adequate. A possible scheme to 
accomplish this in an early-warning radar 
involves time-compression. During each 
second of real time, the display would show a 
speeded history of the last period, say one 
minute, of the incoming data. Intruding 
aircraft would show as streaking lines, and 
noise clutter would show characteristically 
different motions. The streaks in motion as
sociated with possible targets should be 
quickly seen, even by an operator occupied 
with a different task, provided that the 
screen was in his visual field. 

Displays incorporating an alarm function, 
such as the time-compressed radar display, 
should have some facility for removing the 
alarm capability from an identified target. 
In the case of the radar display, for example, 
it is likely that the display would be 
digitally generated, and that a computer 
would be at the heart of the display. The 
operator should be able to identify to the 
computer the fact that he had detected the 
target, and the computer should react by 
computing the probable future track of that 
target. So long as it maintained a track 
near to that predicted from the history prior 
to the operator's response, the display 
should be kept dim, but if it deviated from 
expectation, the track should brighten until 
the operator again reacted toit. Permitting 
the operator to delete the alarm function 
from a detected target should enhance his 
ability to pickup new targets, while at the 
same time allowing him to keep track of the 
old. As was pointed out above, a necessary 
concomitant of an alarm system is the 
ability to turn off the alarm, and if the 
hardware does not permit this, then the opera
tor's central processor will probably doit 
internally, so that new targets on the same 
display will be ignored. 

A second difficulty with displays which 
rarely change their content of interesting 
information is that for behavioural purposes 
they become unchanging, with the consequence 
that it is more efficient for the central 
processor to work with the already coded map 
image of the display than with the incoming 
sensory data that needs coding. Reversion 
to memory mode may happen without the aware
ness of the individual, as witness the driver 
who goes through a new stop sign on a 
familiar route without ever seeing it. A 
driver to whom the route was new would always 
see that same stop sign. This phenomenon is 
well known to the police, who usually 
station an officer near every new stop sign. 
Inappropriate use of this memory image mode 



of perception can be reduced by changing the 
information content of the display periodical
ly, or by removing it from the observer's 
field of view for long enough periods that he 
cannot rely on his memory to reconstitute it. 
This technique is probably rareiy effective 
in itself, but the possibility should be 
considered in a design when unchanging dis
plays can happen. 

A third consequence of the analysis of the 
perceptual system is the suggestion that 
there should be a major role in remote sens
ing systems for hardware feature detectors of 
any degree of sophistication, so long as they 
have a different probability of responding to 
targets and to non-targets. On the other 
hand, the analysis also suggests that 
attempts to provide fully automatic pattern 
recognition devices to discriminate any but 
the simplest targets in the simplest contexts 
are doomed to failure. The main function of 
hardware preprocessors should be to provide 
a fast, wideband and wide-field scan of the 
incoming data so that the preprocessor can 
identify portions of the data stream worthy 
of the human observer's attention. In a 
search task, for example, any reduction in 
data load is welcome. Preprocessors such as 
linear contour detectors might be useful in 
enhancing the likelihood that the observer 
would detect cultural artifacts. Man-made 
objects are more likely to be bounded by 
straight lines than are natural variations in 
intensity or colour. If a visual display 
were made to contain only the outputs of line 
detectors which covered the whole field, 
but which could be switched by the operator 
at will to a full-picture mode, the operator 
would be more likely to detect man-made 
objects in the wild than he would from a 
continuous full-picture display. Thought 
should also be given the possibility of 
using the good learning capabilities of the 
human auditory feature detectors. 

The major principle involved in the use of 
feature detectors is that the observer 

should not have to attend to the incoming 
data unless there is a reasonable probability 
that it contains something interesting. But 
when such an occasion arises, the full data 
stream should be available to him. The 
feature detectors signal where to look; they 
do not presume to substitute for the pattern 
recognition skills of the man. 

Feature detectors, ot simple pattern recogni
tion devices, can be seen to be very 
important in the design of remote sensing 
systems for real-time action. They are 
probably also useful in the slower scanning 
of imagery recorded during planned survey 
missions, provided that there is a definable 
distinction between interesting and 
uninteresting things in the imagery. 

CONCLUSION 

The principles of perception, seen from the 
viewpoint of information processing load, 
provide a useful guide to the design of 
remote sensing systems intended for human 
operators. It is not necessary or desirable 
to flood the operator with as detailed a 
picture of the world as the sensors permit. 
But when the world contains something the 
operator should see, the system should warn 
him, and permit him to see it in as much 
detail as possible. The remote system 
designer should neither overload the operator 
with information to be processed nor force 
him to pay attention to a single data source 
for long continuous periods of time. 
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ABSTRACT 

ERTS imagery as formed aboard the 
satellite by the Return Beam Vidicon 
(RBV) camera and Multispectral Scan
ning System (MSS), radio transmitted 
to the Earth and displayed by special 
reproducers, will be considerably 
distorted due to several factors. The 
character of the distortion depends 
mainly on the geometrical properties 
of the imaging system and on the 
dynamic flight conditions. The RBV 
geometry is analyzed with particular 
attention to the electronic distortion. 
Appropriate analytical formulation 
based on polynomial and projective 
transformation is shown to be capable 
of providing the scan line control 
essential to the precision processing 
system as adopted for the Canadian 
ERTS program. The geometry of MSS 
images is discussed in detail with 
respect to the distorting effects of 
the Earth rotation and the applied 
cartographie projection. The combined 
effect of these factors is assessed by 
means of expected errors and illus
trated by several tables. 

INTRODUCTION 

The Earth Resources Technology Satel
lite (ERTS) project which is supposed 
to commence operations in the late 
spring this year, hap been discussed 
in several already published studies 
and is also a subject of some other 
contributions to this Symposium. 

Two basic systems will be used aboard 
toe spacecraft for collecting image 
information: return beam vidicon (RBV) 
cameras forming consecutive central 
perspective images, and the multi
spectral scanner (MSS) continuously 
covering a 185 km wide ground swath by 
transverse scan lines. Both types of 
imagery will be transmitted to a 
ground receiving station, recorded on 
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magnetic tape and transformed into 
photographs by special reproducing 
devices, either in the original raw 
geometric form or with introduced geo
metric corrections. An electron beam 
recorder (EBR) and a laser beam image 
reproducer (LBIR) have been designed 
for producing both the uncorrected and 
corrected version of the imagery. 
Either instrument can be properly 
controlled to introduce the corrections. 

Generally, the image geometry can be 
improved only if one knows precisely 
the internal structure and function of 
the imaging, transmitting, recording 
and reproducing system. Furthermore, 
all parts of the system should be 
designed, calibrated and maintained in 
such a way that the metrical properties 
of the image do not vary with time. 
Only then the physical function of the 
system can successfully be fitted with 
a geometric or mathematical model 
relating the collected data with the 
object details. 

In this regard, the existing photogram
metric theory and experience can be 
helpful in providing well tested schemes 
and procedures for geometric calibra
tions, for organizing measurement 
operations, for formulating and imple
menting analytical models. 

From the photogrammetric standpoint, 
the RBV imagery can be treated in a 
similar way to high altitude aerial 
photographs, while the MSS imagery 
presents several additional serious 
problems in how to define its dynamic 
geometry and how to convertit into a 
conventional system. It should be 
pointed out that no stereocompilations 
can be performed because of specific 
conditions of the mission. The base
height ratio is extremely unfavourable 
and the terrain relief is too small 
with respect to the flying altitude. 
Thus, the photographs can be handled 
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only as individual photogrammetric 
images . Since the MSS system produces 
a continuous image along the track , 
its framing must be performed artifi 
cially, allowing for the 10% overlap 
des irable f or optimum production of photo 
mosaics . 

Several error sources of a physical 
character, such as terrain relief , 
Earth curvature and atmospheric re 
fraction, affect the geometric fidel 
ity of single photogrammetric images 
and may even set limits for the 
accuracy of ERTS photographs . More 
information on these aspects can be 
found in [l] or [2] . 

The corrected version of the ERTS 
image will represent a photomap and is 
considered to be a final product for 
the user - interpreter . At least at the 
present time , the ERTS photographs are 
not likely to be used otherwise. As an 
enhanced substitute of a map , the 
corrected ERTS photograph has to con 
form to certain rules which are 
usually applied in map compilation . 
This primarily means that all images 
are to be annotated and cartographi 
cally defined in a uniform system of 
rectangular coordinates , such as the 
Universal Transverse Mercator (UTM) 
system . 

In comparison with aerial photographs 
the ground coverage of an individual 
ERTS image is extremely large . One can 
not simply disregard the metrical 
limitations of any cartographie pro
jection defined over such an area . The 
internal distortions of the UTM pro 
jection should be assessed and taken 
into consideration especially for 
scenes located in border regions of a 
standard 6° UTM zone . 

The basic principle of producing cor
rected images in both available image 
reproducers can be classified as 
digitally controlled scanning. Image 
input data stored on a magnetic tape 
sequentially modulate the intensity of 
the electron or laser beam, while the 
precalculated correction parameters 
are utilized to vary direction, offset 
and spacing of segmented scan lines, 
as well as the speed of feeding input 
data, as required by the analytically 
reconstructed model of distortions. 
This model is to be defined by analyt
ical computations based on the 
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knowledge of certain number of control 
points whose coordinates are compared 
with measurements on preliminary prints 
of uncorrected images . In general , the 
reproduction of a corrected image re 
quires two passes of image data through 
the reproducer . The technology of this 
precision processing is outlined in the 
block diagram in Fig . 1 and more 
descriptive details can be found in [2] . 

It should be stated at this point that 
the following presentation does not 
contain any complete analysis of the 
whole ERTS photogrammetry and should 
rather be considered as a discussion of 
a few selected metrical problems . 

ERTS ORBITAL GEOMETRY 

Both the satellite and the Earth have 
their own motions whose effect is 
gradually and continuously summed up . 
While the satellite is progressing in 
its orbit , the Earth is rotating around 
its independent axis which is different 
from the axis of the satellite orbit . 
In addition , the spatial attitude of 
the satellite is subjected to inevit 
able variations . 

The satellite position is determined by 
the close-to - circular orbit and is 
supposed to be continually tracked, but 
not directly controlled during the 
mission . The altitude variations of the 
orbit are predicted not to exceed the 
value of 0.5 km in the range of a single 
ERTS frame . The ephemeris data will be 
available all the time and gradual 
changes can be predicted . On the other 
hand, the attitude of the spacecraft 
has to be continually controlled to 
guarantee a proper system orientation 
towards the ground . Special subsystems 
provide such a control independently 
for all three basic attitude errors. 
The errors will then vary more or less 
continuously not exceeding the speci
fied maximum o.6° for yaw or 0 . 4° for 
pitch and roll . 

For the purpose of the error assessment 
the analysis of the ERTS orbit can be 
performed anticipating the spherical 
shape of the Earth with the conclusions 
applicable locally to the Earth ellip
soid. In the first approach, the Earth 
rotation is neglected. 

The orbit plane does not go directly 
through the poles; its polar inclinatjro 



E amounts approximately to 9°. Fig. 2 
illustrates the basic relations 
between the orbital parameters and 
geographical coordinates. The vertex V 
of the orbit represents the origin for 
the orbital travel distance p and, at 
the same time, determines the refer
ence meridian for defining the change 
of the geographical longitude Às• The 
nominal position Ss of the satellite 
(not including the Earth rotation 
effect) is then defined by the orbital 
parameters E, p or by the correspond
ing change of the geographical coor
dinates Às and (90°-~). The nominal 
heading of the satellite towards the 
local meridian is expressed by the 
angle Hs . 

In accordance with the derivations in 
[2] the following relations define the 
nominal position and heading of the 
satellite 

sin~ 

cot Às 

tan Hs 

c:!os c:: cos p 

sin E cotp 

tan E/ sin p 

( 1) 

( 2) 

( 3) 

Sorne modifications of these basic 
formulas can be utilized for later 
analysis. The alternative formulation 
of the nominal heading Hs is 

Sin E/ COS ~ 

c o s H s c o s c:: s in Às 

which together with (3) and (2) 
mine the alternative expressions 

tan E tan ~ 

Sin p/ COS ~ 

(3a) 

( 3b) 

det er
for Àg 

(2a) 

( 2b) 

The Earth rotation affects the actual 
position of the subsatellite nadir 
point displacing it in the direction 
of the local geographic parallel. The 
latitude~ stays unchanged, but the 
subsatellite track gradually deviates 
by He from the nominal direction Hs. 
With reference to derivations in [2] 
and in accordance with Fig. 2 the 
relevant changes are as follows 

À 
e 

tan H 
e 

w 
e 

w 
s 

w 

p 

e cos E sin p 
w 

s 

where we , ws denote the angular 

( 4 ) 

( 5 ) 

velocities of the Earth rotation and 
of the satellite, respectively. Defini
tion of a subsatellite point and of the 
real ground heading of a subsatellite 
track at this point results from the 
combination of the above formulas, 
yielding 

sin ~ = cos E cos p ( 1) 

( 6) 

( 7 ) 

Table 1 summarizes the values for the 
satellite or subsatellite position and 
heading in the nominal and real form. 

RBV IMAGERY 

General remarks 

The RBV image is created in an instan
taneous mode by a lens assembly as a 
central projection of the abject. 
Despite the technical complexity of the 
image recording and transmitting, the 
collected data can be treated more or 
less similarly to standard photogram
metric frame pictures. This means, 
first of all, that the geometry of the 
image is considered as 'frozen' with 
respect to the short moment of exposure 
during which any movements of the 
system can be practically neglected. 

Knowing the interior orientation of the 
imaging system and given the auxiliary 
housekeeping data on the position and 
attitude of the RBV cameras in the 
instant of exposure, one is able to 
perform the necessary image rectifica
tion of the image. The accuracy of this 
process depends on the quality of the 
given information. Generally much 
better results can be achieved when 
comparing the images with the available 
ground cont rol. This implies that there 
must exista certain number of well 
defined, identifiable control points 
whose coordinates are known in the UTM 
system, e .g. from existing 1:250,000 
maps. From the comparison of th e image 
and UTM coordinates the resection of 
the projective bundle of rays can be 
solved, which, in turn, defines the 
proper projection of the image into the 
reference UTM plane . In the particular 
case of RBV application , however, the 
spatial resection is simplified and 
substituted by suitable x,y-transfor
mation of the image. 
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The interior orientation data of the 
RBV system are extremely important 
with regard to the electronic way of 
scanning, radio transmission and video 
recording of the original optical 
image. Since these operations are 
inevitably carried out with significant 
metrical . distortions, a réseau tech
nique is to be used for the calibraticn 
of the whole system. The regular array 
of 9x9 réseau crosses covering almost 
the complete viewing field of the 
camera makes it possible to define the 
electronic distortion for each réseau 
point. The lens distortion data can 
possibly be included into the same 
correcting process by modifying the 
réseau information. 

Geometric considerations 

The general flow of the image informa
tion in the process of acquiring and 
reproducing the RBV image is outlined 
in Fig. 3 and can be described in the 
following steps. 

1. Terrain details are mapped in the 
UTM plane with coordinates X, Y. 

2. When rotating the coordinate system 
by K one defines terrain coordinates 
X, Y with the reference axes lined 
up with the nominal satellite head
ing in the UTM plane. 

3. The optical image is created and 
briefly retained on the vidicon 
screen. Its coordinates xy, Yy are 
defined by the central projection of 
the terrain scene and depend on the 
current satellite position and 
attitude, and on the lens distortion 
characteristic. Let us denote the 
respective changes of geometry by 
the symbols 'P, A, L'. 

4. The vidicon image is now scanned, 
transmitted and recorded on video 
tape. The video information repre
sents a stored image with coordi
nates xT, yT, significahtly dis
torted by the deficiencies in each 
of the involved operations. This 
results in the change 'T' of the 
image geometry. 

5. The video information is reproduced 
with the use of the EBR producing 
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an image on 70 mm film. The coordi
nates xR, YR _of the resulting image 
are additionally affected by the 
change 'R'. The common effect of 
both 'T' and 'R' is usually d.escr.ibed 
as the electronic image distortion 'E'. 

6. Since the EBR image is too small 
to be used directly for interpreta
tions, the image is finally 3.7 x 
enlarged to the standard 9x9 in. 
size with the use of a special 
enlarger-printer. The inherent 
inaccuracy of this procedure will 
affect the final coordinates x,y 
by what we denote 'S' distortion. 

All the described changes accumulate in 
the course of RBV image processing and 
would eventually degrade the geometric 
quality of the product, unless one 
tried to control the process by intro
ducing proper corrections. The EBR 
controller (EBRC) is capable of modu
lating the scanning-printing process of 
the RBV image in such a way that the 
undesirable changes can be eliminated. 
For this purpose it is vital to have 
all the auxiliary information as quoted 
in the previous section. The measure
ments of ground control points performed 
on uncorrected or partially corrected 
images, are used for the refinement of 
the definition for 'P' and 'A' changes. 
At the same time the réseau measurement 
defines the remaining inherent changes 
'L, E, S'. In the second pass of the 
video information through the EBR, the 
knowledge of 'P' and 'K' is used to 
construct the UTM and geographic anno
tation while 'A, L, E and S' are 
eliminated by introducing corrective 
changes 'C' which are controlled by the 
EBRC. In a symbolic way, one can write 

C = - (A+ L + E + S) ( 8) 

and 

( x) = ( xy) + E + S + C = M ( _!) ( 9 ) 
Y YV y 

where M represents the required 
1:1,000,000 scale of the final RBV 
image. 

The correction changes 'C'have to be 
generated and properly synchronized 
with the feeding of the source informa
tion from video tape. This requires 
that the correction be formulated as a 
suitable x,y-transformation of the 
image. Its definition is to be broken 
down into two transformation phases 
TR, TG which deal with changes based on 
either réseau or ground control meas
urements. The first partial transforma
tion can not be defined in a generally 
theoretical way since it is dependent 
upon the physical values of 'L, E , S' 



distortion at réseau points and their 
distribution in the x,y-plane. The 
empiric polynomial transformation TR 
of a suitable degree represents the 
best fitting form. The other partial 
transformation TG, however, is deter
mined quite definitely as the projec
tive transformation. Its definition is 
possible only after the measured photo 
coordinates of ground control points 
are corrected with the use of the 
already found transformation TR. · The 
final control of 'C' corrections must 
be established as a composite trans
formation based on TR and TG. The 
effect of changes 'K, P' which are 
used directly for the UTM annotation 
of the image is to be taken out of the 
transformation TG• If this partial 
transformation is denoted Tp one can 
write the following symbolic expres
sion for the wanted resulting 
transformation Tc 

(10) 

Projective transformation 

A rigorous solution for the spatial 
resection of an RBV photograph can 
only follow the removal of the elec
tronic distortion and should be based 
on the well-known collinearity 
equations 

6X.z - 6Z.x = 0 , 6Y.z - 6Z.y = 0 (11) 

where 6X, 6Y, 6Z are UTM coordinate 
differences between the given ground 
control point and the projection 
centre, while x, y, z represent photo 
coordinates transformed with the use 
of a rotation matrix which is a func
t ion o f the y a w K , pi t c h cf> , and r o 11 w. 
Since these elements should be very 
small in ERTS (0.6° for yaw, 0.4° for 
pitch and roll), the solution can be 
significantly simplifièd by lineariz
ing equations (11) into the form 

H 2 
f(x + yK + f(l+~i)<P + 7w) x -X 

0 

H 2 (12) 
Y-Yo = f(y - XK + 7<1> + f(l+7Ï)w) 

where H - denotes the flying altitude 
and f - the calibrated principal dist
ance of the RBV camera. The coordinates 
of the projection centre Xo, Yo, the 
flying altitude H and the three attitude 
errors represent the total of six 
unknowns in the solution. Consequently, 

three points should be sufficient to 
obtain the theoretical solution but at ' 
least four ground control points stand 
for a reasonably efficient practical 
minimum. When neglecting terms smaller 
than the resolution element of the RBV 
system (estimated as approximately 
70 to 100 m) one gets eventually 

X 
H H 

X 0 - fx - H</> - fYK 

- H H Y= Y0 + fy + Hw - 7xK 
(13) 

Réseau transformation 

The existing information on the elec
tronic distortion of the RBV image is 
based mainly on investigations carried 
out by McEwen [3] and Wong [4]. One of 
their most important conclusions is 
that the RBV images are very stable in 
the geometry. Even though the magnitude 
of electronic errors is rather high 
(up to 1.3 mm in the final 1:1,000,000 
scale), their vector distribution main
tains certain invariant pattern which 
does not seem to change even over a 
reasonably long period of time. The 
vector distribution varies, of course, 
for different RBV cameras and EBR's . 
For a specific RBV-EBR combination an 
independent calibration is to be per
formed and regularly checked. For this 
reason, the following analysis fits 
just one particular case. It may render 
only general insight into the problem, 
but indicates at least in what order of 
magnitude the errors and rate of their 
change can generally be. 

Since the réseau grid is formed by a 
9x9 square array of crosses over the 
area of RBV picture, the degree of the 
polynomial formulation can be kept 
sufficiently high . A rectangular pattern 
of nxn selected réseau crosses can 
generally accommodate the polynomial 
transformation of the extended (n-l)th 
degree. The coefficients of transfor
mation can be built up according to the 
gradually expanding following scheme 

0° degr ee 

10 

2' x2 

:f x3 x3y 

X 

x2y 

x3y2 

40 x4 x'y x4 y2 x4y3 
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xy 
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..... 
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The term 'extended' transformation 
mearis that the coefficients are 
included into the formula up to the 
desired order of a single coordinate 
x or y even if the order of the prod
uct xiyj is higher than the specified 
degree. This arrangement makes it 
possible to fit the error distribution 
with the same degree of the function 
for any row- or column-wise selected 
group of n réseau points. The number 
of parameters amounts to n 2 • The 
transformation is defined separately 
for x- or y-errors. 

Theoretically , the degree of the 
selected transformation could be in
creased up to d=8, however , with the 
increase of parameters the redundancy 
of the solution is dropping. Further
more, the definition of the fitting 
function is affected more by insig
nificant random changes and errors, 
while the only purpose of applying 
this transformation is to suppress the 
systematic irregularities of the image. 
Generally, all the 81 réseau points 
should be taken into account when 
solving the transformation parameters 
and the degree of the polynomial should 
be kept as high as necessary to bring 
the residual deviations down to the 
level of random noise . Several statis
tic means, such as Fischer testing can 
help in making the decision . 

As a typical example the results for 
one of several comparative experiments 
Will be presented hère , which are 
based on réseau measurements performed 
at the University of Illinois and sup
plied by the courtesy of Dr . Wong. The 
réseau grid of the RBV camera X05197 
was in this case connected directly to 
an RCA Laser Bearn Image Reproducer 
with the output on 9 in. stable-base 
film. The original distortions after 
preliminary linear transformation are 
characterized by the r.m.s. error 
mx = 424 µm and 1¾ = 478 µmin the 
final scale. The âistribution of error 
vectors is shown in Fig . 4 . The fol
lowing table represents the decrease 
of residual errors when raising the 
degree of the polynomial transforma
tion: 

P o lynomial oo 10 2 0 30 40 50 60 
de ree 

mx 424 399 311 8 0 34 34 30 µm 

my 4 7 8 458 1 26 5 4 49 38 33 µm 
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All the transformations used the full 
number of 81 réseau points. For the 
purpose of completeness the table lists 
the results even for the lower degree 
transformations which are not seriously 
considered for any practical use. The 
same values are used for the graphical 
evaluation of the case in Fig. 5. The 
initial r.m.s. errors drop sharply with 
the use of 3rd and 4th degree trans
formation and stay practically without 
any significant improvement below the 
level of an RBV resolution element. The 
4th degree polynomial transformation 
with 25 parameters can provide satis
factory definition of the electronic 
distortion leaving remaining residual 
errors at the level of mx = 34 µm and 
IDy = 49 µm. 

Fig. 6 represents the computer output 
for this case of polynomial fitting. 
It lists the points used for the solu
tion, both groups of 25 parameters and 
displays the x- and y-deviations at the 
réseau points after the transformation. 
The internal accuracy of the solution 
is characterized by computed theoretical 
coordinate variances for an array of 
transformed fictitious points in the 
pattern of Fig. 7. The listed values 
cover the first quadrant (right upper 
corner) of the réseau grid with twice 
denser interval, extended partly beyond 
the réseau grid. 

Scanning control 

The EBRC is capable of providing the 
efficient control of scanning in accord
ance with the composite transformation 
(10). This can again be accomplished by 
means of polynomial transformation, but 
the original formulation is modified to 
represent the relevant changes in the 
direction of scan lines (these aim at 
the across -the-track direction parallel 
to y-axis). Considering the polynomial 
transformation of 4th degree and taking 
the x-coordinate as constant, one 
defines ·two transformation equations 
for every scan line 

X A + A1Y + A2Y2 + A3y3 + A4y4 
0 (14) 

y B + B1Y + B2Y2 + B3y3 + B4y4 
0 

where the newly defined coefficients 
Ai, Bi vary for individual scan lines 
again with 4th degree polynomial change 
of X 



A. 
l 

B. 
l 

a. +a. x+a.
2

x 2 +a. 
3

x 3 +a.
1 

x 4 
lÜ 11 l l l+ ( 15) 

b. +b. x+b. x 2 +b.
3

x 3 +b.
4

x 4 • 
10 ll 12 l l 

Since the scanning can essentially be 
· accomplished only in a straight direc

tion, each scan line should be broken 
down into several straight segments 
which approximate the original non
linear functions (14) in a polygon 
mode. The shorter the segments are the 
better fit is obtained. The remaining 
systematic discrepancies in segm~nting 
of scan lines should be lower than the 
basic resolution of the RBV system 
but, on the other hand, one can not 
gain on accuracy when these discrep
ancies are smaller than the random 
residuals of the transformation fit. 
Fig. 8 based on the data from the pre
vious analysis gives an insight into 
the distribution of errors in the 
centres of segments for vertical scan 
lines with spacing equal to half the 
réseau interval. Each scan line is 
broken down into eight segments within 
the réseau grid . Only in the right 
upper corner the deviations for x 
slightly exceed the magnitude of the 
resolution element. If the number of 
segments is increased to 16 the devia
tions will drop down to approximately 
25% of the listed errors. 

It is obvious that it is not efficient 
to change the correction for each 
separate scan line. One can decide on 
a suitable interval of the stepwise 
alteration of the control depending 
upon the rate of changes in the x
dîrection (normal to scanning directio~. 
For the analyzed example this change 
can be programmed for only each 10th 
to 20th line even in most critical 
peripheral zones. 

Cartographie errors 

The RBV image represents an instan
taneous perspective view of the Earth 
scene with an internally rigid bundle 
of projecting rays and with practically 
negligible tilt of the camera. The 
corresponding area on the ground can, 
therefore , be outlined with regularly 
distributed four corner points whose 
connection lines on the Earth surface 
are slightly bent inwards the figure . 
With reference to the analysis of the 
Earth curvature error in [1] or [2] 
this bend (max . 50 m) can be practi 
cally neglected . 

However, the RBV image is reproduced 
and transformed into the UTM plane. As 
long as the scene is located close to 
the central meridian of the UTM zone 
there is no further geometric degrada
tion of the image. The distortion of 
the 185 km long side of the figure is 
smaller than 25 m. With the increase 
of the distance from the centre the 
distortion also increases. In accord
ance with the basic definition of the 
UTM projection the errors in scale and 
location of a mapped detail are as 
follows 

dm Y 2 /2R 2 

dX dm.6X = 6XY 2 /2R 2 (16) 

Considering the centre C of the RBV 
scene 300 km off the X-axis and setting 
the size of the frame 6X=6Y=l85 km, 
while the Earth radius is approximately 
R=6378 km, one derives the following 
table: 

y 

208 km 

300 

39 3 

dm 

0 . 00053 

0 .0 0111 

0 . 00190 

dX 

98 m 

205 

351 

dY 

37 m 

111 

249 

These values determine the primary dis
tortion dX, dY at nine standard points 
as shown in Fig. 9a. After introducing 
corrective shift and scaling, the dis
tribution of errors improves as given 
in Fig. 9b. In this case the distance 
300 km corresponds to the location at 
the border line of 6° UTM zone for the 
latitude ~=24° . For the southern part 
of Canada ( ~=.42°) the maximum absolute 
value of the UTM distortion is not 
larger than about 70 m which is prac
tically negligible. 

MSS IMAGERY 

A comprehensive treatise of the pre
cision processing of MSS images was 
presented in [2]. Only general outline 
of metrical problems is given here, 
followed by more detailed discussion 
in a narrower field . 

Geometric considerations 

The MSS system belongs to the category 
of panoramic cameras yielding dynamic 
geometry of the image. The imag e is 
formed by sequential scanning across 
the track of the flight and can be 
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classified as a hybrid projection. In
dividual scan lines render a perspec
tive view at the terrain while the 
imaging of ground details aligned along 
the track is defined theoretically as 
an orthographie projection (see Fig. 10). 
The motion of the projection centre 
during individual scans can be neglectr
ed when selecting its average position 
for each scan line. Thus, a composite 
system of perspective plane bundles can 
be adopted as a representation of the 
proper geometry of imaging (Fig. 11). 

There are several instrumental, physical 
and geometric factors that affect the 
simple relationship described above, 
causing geometric distortions of the 
image. Sorne of the factors are related 
to individual scan lines and can be 
defined apriori from a knowledge of 
the basic orbital data . These are 
system errors, such as panoramic dis
tortion, non-linearity of the sweep 
etc. 

Other distortions involve unpredict
able factors and can not be coped with 
so easily. In this case, absolute and 
independent information has to be 
available to assess or control the 
deformation. This can be conveniently 
based upon the use of ground control 
data. 

Scanning distortion due to 
Earth rotation 

The Earth rotation is one of the main 
factors significantly affecting the 
fidelity of MSS imagery. While the 
satellite is progressing along its 
orbit, the Earth is rotating around 
its axis which is different from the 
axis of the orbit. As a result, the 
individual scan lines projected tnto 
the mapping plane are mutually shifted 
and rotated, thus causing a variable 
distortion of the image geometry . This 
is illustrated in Fig. 12. In the first 
approximation the relative change of 
the satellite position is defined by 
summing up the vectors P 0 Ps and PsP1 
expressing the orbital and Earth 
rotation change, respectively. In 
accordance with Fig. 2 and with the 
derivations in [2] one can describe 
the linear change by the components 

!:.y= S R.dp 
y 

whe re 
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s 
we 

sin E: (17) = 
X ws 

s 
we 

sin (18) = - cos E: p 
y ws 

An important conclusion can be drawn, 
stating that the rate of x-changes 
(the x-scale change) is constant for 
any part of the orbit so the spacing 
of scan lines is invariably increased, 
while the transversal y-shift of scan 
lines increases in proportion with the 
distance from the orbit vertex V. 

In fact, the continuous increase of He 
(see increased 6 in Fig. 2) causes the 
subsatellite path to deviate gradually 
from its nominal direction when the 
subsatellite nadir point P0 is trans
ferred into position PE as shown in 
Fig. 12. At the same time the scan 
direction at PE is kept perpendicular 
to the nominal satellite track and is 
at an angle Hs with the local ·geogra
phic parallel. The additional displace
ment d = P1 PE characterizes the curva
ture of the subsatellite track on the 
Earth sphere and can be derived by 
integrating the effect of sequential 
changes !:.He 

The natural curvature of the real sub
satellite path is assessed by the 
derivative of Hs with respect top as 
follows 

dH 
s 

dp 

sin<I> 
sinE: cosZ<I> . (19) 

According to Table 1 the values He are 
always small (~4°) so that tan He can 
be substituted by He in radians which 
yields 

w 
e 

w 
s 

cos E: (sin p - sin p ) . 
0 

( 2 0) 

When solving the integral for d with 
the use of (20) one gets 

d R 
w 

e 
w 

s 
cos E: (cos p

0 
- cos p- !:.p sin P

0 

( 21) 



Scanning pattern in the UTM plane 

The above analyzed dynamic character
istics of the scanning geometry are 
subject to change when projecting a 
~art of the MSS continuous strip into 
the UTM plane. In accordance with the 
theory of the UTM projection the local 
convergence of the geographical system 
(q,,6À) towards the X, Y coordinate 
system is defined by 

C = 6 À cos q, + r (22) 

where the difference 6À is related to 
the central meridian of the zone and 
r represents remaining higher order 
terms which can be neglected in this 
analysis. 

According to Fig. 13 the heading 
related to the new reference axis Xis 
defined by the value K 

K = H - C ( 2 3) 

Similarly, the nominal heading in the 
UTM system is redefined as 

N = H - C 
s 

( 2 4) 

and for the direction of scanning S, 
which always stays normal to the 
nominal heading, one gets 

S = N - 90° = H - 90° - C 
s 

(24a) 

These three basic parameters of MSS 
scanning could be analyzed by appro
priate substitutions for H, Hs and C 
into the previous equations. However, 
it is simpler to restrict the analysis 
only to changes dK, dN, dS which occur 
with respect to the basic change dp 
along the track. 

It follows from equation ( 1) 

dq, COS E sin p 
dp = - cos q, ( 2 5) 

from ( 2 ) and ( 2b) we get 

dÀ sin E s 
dp cos2q, (26a) 

and from ( 4 ) 

dÀ w e e 
dp w 

s 
( 26b) 

so that 

dÀ sin E We 
dp ~ + ws 

( 27) 

The rate of change for Hs is already 

given in equation (19). Similarly, 
from (5) and (1) it results when set
ting cos 2 He - 1 

so that 

dH 
dp 

dH 
e 

dp 

w 
e 

w 
s 

sin 4> 

Finally, one derives the following 
relation from (21) with the use of 
(25) and (27) 

( 28) 

( 2 9) 

dC 
dp 

sin 4> We 
-6Àcos E sinp-sinE ~- ws sin4> 

( 30) 

The first two terras represent change 
dCs/dp due to satellite orbiting, the 
remaining term expresses the change 
dCe/dp due to the Earth rotation. It is 
interesting to note that the second 
term in ( 30) is identical with (19 ), 
which can be interpreted that meridional 
convergence of the UTM system cancels 
the curvature of the nominal track in 
the geographical system when mapping 
into the UTM plane. On contrary, the 
last term in (30) is opposite in sign 
to (28) which means that the natural 
curvature of the real subsatellite 
track on the Earth sphere will double 
when mapping into the UTM plane . Point 
PE in Fig. 12 is shifted into the final 
position P b~he amount d = P1PE• The 
final curve P

0
P represents the real 

subsatellite track in the UTM plane. 

Nominal satellite track - Nominal track 
as defined by p (4>,Às) and Hs repre
sents an orthodroma on the sphere and 
can, therefore, be unrolled into a 
suitable plane as a straight line. In 
the UTM plane the following change of 
( 2 4) 

dN dH dC 
s s ( 31) dp dp dp 

yields with the use of (19) and ( 30) 

[~: = 
6À cos E sin 

p 1 
(32) 

This rate of change depends on the 
distance 6À from the central meridian 
of the zone, and on the traveled dist
ance p along the track. Table 2 lists 
the values dN/dp for different 
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parameters ~ and 6À. The maximum rate 
for the zone border region at the 
equator reaches 

dN 
max - = 0.052 ~ 1/20 dp 

which can bend the nominal track over 
the interval covering approximately 
one frame (185x185 km) by the value of 
6N = 5' • 

The rigorous double integration of ( 32) 
with respect top would determine the 
lateral deviation 6 at the end or 6c 
in the centre of the frame as shown in 
Fig. 14. However, since this integra
tion is not quite easy, a simple 
estimate can be used instead by con
sidering the rate dN/dp constant over 
the range of a frame. In that case 

6N = r dN C 6p and 

Po 

6 R r 6Ndp 

Po 

In fact, the rate dN/dp is always de
creasing in the direction of the trac& 
Consequently, the simplified estimate 
6 represents a stricter criterium than 
the real value 6 based on the rigorous 
integration of the variable rate. 

This means that the maximum lateral 
deviation of the nominal track deformed 
in the UTM plane will always be smaller 
than 6c = ~6, and in accordance with 

6 
C 

we get 

6 < 34 m. 
C 

This is far below the resolution 
element of MSS. 

( 3 3) 

Real subsatellite track - When differ
entiating (23) we get 

dK dH dC dH dC dN 
e __ e + ( 34) - dp-dp dp dp dp dp 

which results in 

dK w 
2 

e sin ~ + 6À COS E: sin (35) p dp w s 
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The first term in (35) is always posi
tive for northern hemisphere and 
represents the combined effect of the 
natural bend of the track on the Earth 
sphere and of the meridional converg
ence being dependent only on the 
geographical latitude. The other term 
also varies with the latitude and, in 
addition, with the longitudinal dist
ance 6À from the central meridian of 
the zone. The maximum composite rate 
will occur at the east of the zone 
where both terms of (35) are positive. 
After substituting for sin~ from (1) 
into (35) the location of the maximum 
curvature of the track can be deter
mined as 6À = 3° and p = 20° (~ = 68°). 
This maximum curvature amounts to 

max l~~I = 0.15 - 1/6.6 

which in accordance with (33) deter
mines 

max 6 < 100 m. 
C 

Conclusion can be drawn that the maxi
mum angular bend of the track within 
the range of a frame canin the UTM 
plane corne close to 6K = 15' while the 
maximum lateral deviation of the track 
from a straight line is always smaller 
than 100 m. Table 3 lists the rates 
dK/dp for different locations in a UTM 
zone. With the exception of the left 
lower corner all the values are positive. 
Accordingly, over the Canadian terri
tory the track is always bent in the 
same way (with concave shape on the 
oriented map). 

Scanning direction - The scanning pro
cess maintains the direction normal to 
the nominal track, even though the scan 
line is displaced by the effect of 
Earth rotation. In accordance with Fig. 
12 the scan line at the point P goes 
perpendicular to the virtual track 
passing through PE • As a matter of fact, 
it is deviated by the convergence angle 
y towards the initial scan direction at 
the point P0 • In analytical terms and 
according to (24a) 

dS dH dC dC dN 
s e 

dp dp dp dp dp 

and after substi tuting from (30) and 
( 32) we get 

dS we 
sin ~ + 6À sin p ( 36) cos e: 

dp ws 



which is an expression similar to (35) 
from the previous section. The first 
term is only half the magnitude of the 
relevant part in (35). This again can 
be attributed to the fact that the 
Earth rotation affects the position of 
the satellite but not the direction of 
scanning. The rate of change for S 
lies always between the rates for K 
and N. 

The maximum absolute rate dS/dp is 
found for 6À = 3° and p = 36° (~=53°), 
namely 

max dS 
dp 0.09 ,;, 1/11 

which means that maximum convergence 
of scan lines within a frame is always 
smaller than 9' : 

max 6S = max y< 9' . 

Table 4 completes the insight into the 
analysis. 

Total distortion ~fan MSS 
frame in the UTM plane 

The previous sections show how each 
scan line as an individual entity is 
displaced and rotated in the UTM plane 
by the combined effect of the dyna mic 
factors involved and of the geometric 
limitations of the cartographie pro
jection. The analysis should still be 
completed by considering the exterior 
geometry of an individual scan lin e 
projected on the ground and mapped 
into the UTM plane. 

Since the subsatellite nadir point 
travels 215 m during one scan, all the 
scan lines projected on the ground be
corne primarily slanted. The slant angle 
which is constant and relatively small 
(4') represents an error caused by the 
orbital dynamics. The mapping process, 
however, may still introduce another 
inaccuracy by bending individual scan 
lines in an analogous way to the above 
discussed bend of the nominal subsatel
lite track. An analysis could prove 
that this error is far below the accu
racy expectations and can, therefore, 
be omitted in the final assessment of 
the geometric distortion of the MSS 
imagery. 

Although the changes by the attitude 
~rro rs and their variations represent 
a significant distortion factor , they 
will not be treated in this presenta -

tion and a mere reference to [2] is 
made for additional information. 

Fig. 15a summarizes, for the area of 
one MSS frame, what was analyzed in 
previous sections. The frame is 
stretched out in the direction of the 
track by the value 6x which represents 
a constant affine change of approxi
mately 1% for a scene located in any 
latitude. The skew of the frame caused 
by 6y gradually increases with the 
progress of the satellite due south, 
and reaches its maximum of approxi
mately 7% relative change at the 
equator. Both these errors were defined 
by the factors Sx, -Sy in equations (17 ), 
(18). The curvature of the real sub
satellite track causes the longitudinal 
bend of the frame as characterized by 
the value 6 at the point E in Fig. 15a 
or by 6c at the point C in Fig. 15b. 
Both these values can be derived from 
the curvature dK/dp of equation (35) as 
listed in corresponding Table 3. 
Finally, the convergence of scan lines 
d efo rms the frame by the value of y 
which depends on the integration of the 
rate of change dS/dp as expressed by 
(36) and tabulated in Table 4. 

All t he mPnti oned changes of the frame 
a e t ~ bul ated in Table 5 with respect 
to the geographic latitude~. Fig. 15b 
then indicates how the original dis
crepan cies of Fig. 15a are distributed 
when orien ting and scaling the frame 
in along-the-track direction. The 
remaining errors, however, have to be 
eliminated only by th e controlled pro
cess of the MSS reproduction in 
scanner-print er s. 

Precision processing of MSS images 

While RBV images have to be reproduced 
with the use of the EBR which is capable 
of line segmenting, MSS imagery is pro
duced with full line control in either 
EBR or LBIR . In order to produce MS S 
corrected images one has to formulate a 
mathematical model of its geometry . It 
is convenient to use two basic s teps in 
formulating the solution. First , a pre 
liminary correction is defined using 
all th e internal, apriori definable 
distortions, such as sweep non - linearity 
and panoramic distortion . Only then the 
internally corrected nominal imag e can 
be transformed and oriented externally 
when compared with ground control and 
other absolute information . The 
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analytical terms ofthe solution adopt
ed for producing the corrected image 
should also cover the effect of the 
above discussed Earth rotation _and 
cartographie distortions. In other 
words, one has to solve the absolute 
orientation of a complete imaging 
model which inherently defines all 
relevant dynamic factors. Such a 
mathematical model for the MSS pre
cision processing was described in 
detail in [2]. The model includes the 
functional formulation of the pseudo
periodical variations by means of 
either a harmonie analysis or a poly
nomial transformation. 
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25 PAR 
81 PTS - 1 1 12 13 14 15 16 17 18 19 21 22 23 24 25 26 27 28 29 

31 32 33 34 35 36 37 38 39 41 42 43 44 45 46 47 48 49 
51 . 52 53 54 55 56 57 58 59 61 62 63 64 65 66 67 68 69 
7 1 72 73 74 75 H, 77 78 79 81 82 83 84 85 86 87 88 89 
91 92 93 94 95 96 97 98 99 

-243.3 813.7 -966.7 -57 .3 -242.2 279 .9 394.6 56.9 -229.9 
-1342.3 788.3 12.7 s.a 233.3 16.3 12.5 518.7 291 .1 

27 .9 247 .2 54.7 110.3 -202.1 21 • 5 -27. 1 

408.8 155.5 -170.6 7 3.3 283.8 -1126.0 44.9 -504.2 -367.2 
-526.9 -41 • 3 -69.8 -60.2 262.4 654.7 70.9 -159. 6 25.9 
-122.9 259 .8 279 • 0 184.l 80.5 124.8 -143.5 

1 1 -36 31 33 -51 5 26 - l c; 9 Residual 
19 49 10 -4 19 35 19 2 24 deviatiàns 

-22 14 25 -7 3 28 26 -24 -15 dx in um -77 -57 -59 -58 -36 -44 -48 -63 -48 dy 

14 -18 25 30 -C,5 29 18 -19 22 
1 1 18 10 32 - 1 ,4 52 ~1 14 24 

-4 -28 14 36 -60 29 2 -20 10 
1 12 78 79 89 -6 72 62 62 63 

20 -35 20 45 -59 20 -3 28 -13 
-55 -ss -30 -40 -36 -2 8 -50 -48 -46 

12 -35 14 47 - ')4 -2 -12 20 -19 
-49 _;46 -42 - ?. 6 -31 -2', -41 -42 -37 

12 -52 19 49 -37 3 -7 14 -4 
') 13 15 -3 42 14 36 54 36 

14 -3 0 26 34 -51 18 -13 22 0 
45 40 24 3 43 -1 2 -13 10 -4 

7 -27 12 37 -54 28 -14 10 -7 
-22 -7 -27 -7 3 -1 0 .- 10 1 - f, 

ST. O~V • 49.2 

Fig . 6 Residual errors after t he 4th degree transformation 
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25 PAR 
81 PTS - 1 1 12 13 14 15 16 17 18 19 21 -22 23 24 25 26 27 28 29 

31 32 33 34 35 36 37 38 39 41 42 43 44 45 46 · 47 48 49 
51 52 53 54 55 56 57 58 59 61 62 63 64 65 66 67 68 69 
71 72 73 74 75 76 77 78 79 81 .82 83 >34 85 86 87 88 89 
91 92 93 94 95 96 97 98 99 

V.-MATRIX 

1.69' 1.60 1.44 1.44 1.75 2.16 2.22 1 .98 3.88 16.43 

0.40 0.38 0.34 0.34 0.41 0.51 0.52 0.47 0.91 3.88 

0.20 0. 19 0. 17 0 • 17 0.21 0.26 0.21 0.24 0.47 -1 .98 

0.23 0.22 _0. 19 0.20 0.24 0.29 0.30 0.21 0.s2 2.22 

0.22 0.21 0. l 9 0. l 9 0.23 0.28 0.29 0.26 0.51 2. 16 

0. 18 0. 17 0. l 5 0. 15 0. l 9 0.23 0.24 0 .2.1 0.4i l .7 5 

0. l 5 0. 14 0 • 13 · 0. 13 0. 15 0 • 19 0.20 0 • 17 0.34 1.44 

0.JS 0.J4 0., 3 0. l 3 0. 15 0. 19 0 .-19 0. 17 0.34 1.44 

0.J6 0. 16 0 • 14 0. 14 0. 17 0.21 0.22 0. 19 0.38 1.60 

0. l 7 0 • 16 0.15 0 • 1 S 0. 18 0.22 0.23 0.20 0.40 1. 69 

0.248 

Fig. 7 Theoretical coordinate variances for transformed points 
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25 PAR 
81 PTS - 1 1 12 13 14 15 16 l7 18 19 21 22 23 24 25 26 27 28 29 

31, 32 _33 34 35 36 37 38 39 41 42 43 44 45 46 47 48 49 
51 ·52 53 54 55 56 57 58 59 61 62 63 64 65 66 67 68 69 
71 72 73 74 75 76 11 78 79 81 82 83 84 85 86 87 88 89 
<>1 92 93 94 95 96 97 98 99 

SEGM~NT~ ERRORS ),pM 

0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

26 3-4 40 44 -48 51 53 55 58 60 63 66 69 72 75 78 80 
-10 - 1 1 -12 -14 -15 -.17 -18 -18 -17 -16 -13 -9 -3 5 14 25 39 

0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

16 22 26 30 32 3,4 36 37 38 40 41 42 44 46 47 49 50 
-7 -9 -u - ·12 . -14 -16 -17 -18. -18 -18 -16 -14 -1 1 -1 -2 6 15 

0 0 0 0 0 0 0 0 0 0 0 0 0 ~ 0 0 0 
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

8 12 15. l7 19 20 21 · ~2 22 23 23 24 24 25 26 26 27 
-1 -9 - 11 -12 -14 -15 -16 -17 -18 -19 -19 -18 -18 -16 -13 -9 -,4 

0 0 0 0 0 0 0 0 0 0 0 ,0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 0 0 0 0 0 3 0 0 

0 3 s 6 7 8 9 9 9 10 10 10 10 10 10 1 1 1 1 
-12 -13 -13 -14 -15 -15 -16 -17 -18 -19 -20 -21 -21 -21 -21 -20 -18 

0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 ·0 0 ~ ~ 0 0 0 0 0 0 

-6 -s -3 -2 -2 - 1 0 0 0 0 0 0 1 1 1 2 3 
-20 -19 -18 -17 -16 -16 -16 -17 -17 -18 -20 -21 -22 -24 -25 -26 -26 

0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

-1 1 -10 -1~ -9 '.98 -8 -7 -6 -6 -5 -s -4 -4 -3 - 1 0 3 
-31 -27 -24 -21 -1 -9 -18 -17 -16 - 17 -17 -18 -20 -21 -23 -25 -27 -29 

0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

-14 -15 -14 -14 -13 -12 -10 -9 -8 -7 ·-5 -4 -2 0 2 6 10 
-47 -39 -32 -27 -23 -20 - ·18 -16 ' -15 -15 -16 -16 -18 -19 -21 -24 -27 

0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 (,) 
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

-17 -18 -17 -16 -15 -13 - 1 1 -9 -7 -s -2 1 4 8 12 18 25 
-66 -53 -42 -34 -27 -22 -19 -16 -14 -13 -12 - 1 1 -12 -12 -14 -16 -19 

0 0 0 0 0 ") 0 0 0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

18.5 13.9 

Fig. 8 Residual errors in segmented scan lines 
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Table 1 

ERTS orbital data 

Lati- Traveledt---_L_on~.g~i_t~u_d~e----¼---~H~e~ad~î=n~.g~---~ 
tude Angle nominal Earth 

effect 

cp 

81 ° 
80 
70 
60 
50 
40 
30 
20 
10 

0 

p 

0.000° 
4.377 

17.935 
28.739 
39.141 
49.398 
59.587 
69.740 
79.874 
90.000 

0.000° 
26.072 
64.205 
74.078 
79.120 
82.363 
84.753 
86.695 
88.400 
90.000 

0.000° 
0.314 
1.286 
2.061 
2.807 
3.542 
4.273 
5.001 
5.728 
6.454 

real. 

À 

0.000° 
26.386 
65.491 
76.139 
81.927 
85.905 
89.026 
91. 696 
94.128 
96.454 

nominal skew 

90.000° 
64.273 
27.218 
18.232 
14.085 
11.783 
10 .407 

9.583 
9.140 
9.000 

0.000° 
0.306 
1.236 
1.929 
2.532 
3.044 
3.457 
3.760 
3.944 
4.007 

real 

H 

90.000° 
64.579 
28.454 
20.161 
16.617 
14.827 
13.864 
13.342 
13.085 
13.007 

Table 2 

Curvature of the nominal track in the UTM plane 

Lati
tude 

~ 

81° 
80 
70 
60 
50 
40 
30 
20 
10 

0 

L o n g i t u d e 

-3o -20 -lo 

0.000 
-0.004 
-0.016 
-0.025 
-0.033 
-0.039 
-0.045 
-0.049 
-0.051 
-0.052 

0.000 
-0.003 
-0.011 
-0.017 
-0.022 
-0.026 
-0.030 
-0.032 
-0.034 
-0.034 

0.000 
-0.001 
-0.005 
-0.008 
-0.011 
-0.013 
-0.015 
-0.016 
-0.017 
-0.017 

Table 3 

d i f f e r e n c e 

0.000 
0.000 
0.000 
0.000 
0.000 
0.000 
0.000 
0.000 
0.000 
0.000 

0.000 
0.001 
0.005 
0.008 
0.011 
0.013 
0.015 
0.016 
0.017 
0.017 

0.000 
0.003 
0.011 
0.017 
0.022 
0.026 
0.030 
0.032 
0.034 
0.034 

0.000 
0.004 
0.016 
0.025 
0.033 
0.039 
0.045 
0.049 
0.051 
0.052 

Curvature of the real subsatellite track in the UTM plane 

Lati
tude 

1 

81° 
80 
70 
60 
50 
40 
30 
20 
10 

0 

Longitude di f fer en ce ~À 

0.142 
0.137 
0.119 
0.099 
0.077 
0.053 
0.027 
0.001 

-0.026 
..;.0.052 

0.142 
0.139 
0.124 
0.108 
0.088 
0.066 
0.042 
0.017 

-0.009 
-0.034 

0.142 
0.140 
0.129 
0.116 
0.099 
0.079 
0.057 
0.033 
0.008 

-0.017 

0.142 
0.141 
0.135 
0.124 
0.110 
0.092 
0.072 
0.049 
0.025 
0.000 

0.142 
0.143 
0.140 
0.132 
0.121 
0.105 
0.087 
0.065 
0.042 
0.017 

0.142 
0.144 
0.145 
0.141 
0.132 
0.118 
0.101 
0.081 
0.059 
0.034 

0.142 
0.145 
0.151 
0.149 
0.143 
0.131 
0.116 
0.098 
0.076 
0.052 



Table 4 

Change of the scanning direction along the track in the UTM plane 

Lati- L o n g i t u d e d i f f e r e n c e tJ. ). tude 

~ -30 -20 -10 00 10 20 30 

81° 0.071 0.071 0.071 0.071 0.071 0.071 0.071 
80 0.067 0.068 0.069 0.071 0.072 0.073 0.075 
70 0.051 0.057 0.062 0.067 0.073 0.078 0.083 
60 0.037 0.046 0.054 0.062 0.070 0.079 0.087 
50 0.022 0.033 0.044 0.055 0.066 0.077 0.088 
40 0.007 0.020 0.033 0.046 0.059 0.072 0.085 
30 -0.009 0.006 0.021 0.036 0.051 0.066 0.080 
20 -0.024 -0.008 0.008 0.025 0.041 0.057 0.073 
10 -0.038 -0.021 -0.005 0.012 0.029 0.046 0.063 

0 -0.052 -0.034 -0.017 0.000 0.017 0.034 0.052 

Table 5 

MSS distortion due to Earth rotation and UTM projection 
(in the centre of the UTM zone) 

Lat. Trav. Linear changes Track deviation Conver-
angle genc e 

t <? sx sy Ac Â ! 

81° o.o0 0.011 0.000 - 0 .095km -0.38lkm 0.118° 
80 4.3 0.011 -0.005 -0.095 -0.380 0.118 
70 17.9 0.011 -0.021 -0.091 -0.382 0.112 
60 28.7 0.011 -0.034 -0.083 -0.333 0.103 
50 39.1 0.011 -0.045 -0.074 -0.293 0.090 
40 49.4 0.011 -0.054 -0.062 -0.245 0.076 
30 59.6 0.011 -0.061 -0.048 -0.190 0.058 
20 69.7 0.011 -0.067 -0.033 -0.129 0.039 
10 79.9 0.011 -0.070 - 0 .016 -0.063 0.019 

0 90.0 0.011 -0.071 0.000 0.000 0.000 

525 





A QUICK-LOOK READOUT FOR ERTS MULTISPECTRAL 

SCANNER IMAGERY 

R. Barrington and R. Hutchinson, 
Communications Research Center, Ottawa. 

J.S. MacDonald and D.S. Sloan, 
MacDonald, Dettwiler and Associates Ltd., 
Vancouver. 

INTRODUCTION 

The ERTS Satellite carries two separate 
camera systems, one employing return-beam 
vidicons (RBV) as the sensing devices, and 
the second employing a multispectral scanner 
(MSS) which utilizes an oscillating mirror 
as the scanning mechanism. Bath of these 
systems can be regarded, from a user point 
of view, as very high altitude television 
camera systems which produce images in three 
or more spectral bands of a 100 nautical mile 
wide strip of terrain along the satellite's 
path. 

Receiving stations, such as the Canadian ERTS 
station being built at Prince Albert, Saskat
chewan (PASS), receive information directly 
from the satellite when it is within sight 
of the station. Figure 1. shows a black 
diagram of the PASS system as it is present
ly planned. Basically, video datais re
ceived from the satellite and recorded on 
magnetic tape for shipment to a central pro
cessing facility in Ottawa where it is con
verted into multispectral imagery. 

Since the elapsed time between the recording 
of the information and its subsequent con
version into pictorial form can be as long 
as several days, a need exists for some means 
of monitoring system performance at the re
ceiving site, As shown in Figure 1, such a 
facility is provided in the RBV system by a 
so-called Quick-Look Device (QLD). A black 
diagram of the QLD appears in Figure 2. It 
consists simply of a very high resolution 
CRT system with an automatic camera for 
photographing the face of the CRT. The RBV 
system is well suited to this type of mon
itoring because of the following factors: 

1. It uses analog transmission. 

2. Its spectral bands are sent sequentially. 

3. Conventional electronic raster scanning 
is used. 

1st CDN SYMPOSIUM ON REMOTE SENSING, 1972 

This makes it possible to use a simple tele
vision-type reproduction facility such as 
that depicted in Figure 2 to capture all of 
the RBV data. 

In contrast to the RBV system, the MSS system 
uses simultaneous digital transmission of all 
its spectral bands, and does not use a con
ventional raster scanning technique. Thus the 
problem of designing a QLD for the MSS system 
is somewhat more difficult, 

MULTISPECTRAL SCANNER SYSTEM 

As shown in Figure 3, the MSS camera consists 
of a rocking mirror and telescope system which 
focuses the image simultaneously onto 26 
photosensors. The data from these sensors 
is transmitted to the ground, and cornes out 
of the Demultiplexer as 25 digital data 
streams. As shown in Figure 3, the first 
24 sensors are arranged in 4 columns of 6 
sensors. Each column corresponds to a dif
ferent spectral band. Thus as the mirror 
moves the image past the sensors, 6 scan 
lines are produced simultaneously, one from 
each of the 6 sensors (2 for the thermal IR) 
in a given column, Since the data from 6 
scan lines are received at the same time, the 
simple scanning technique employed in the 
RBV Quick-Look system will not suffice, 

The most natural scanning method for this type 
of scan would seem to be the zig-zag scan 
similar to that shown in Figure 4, however 
several other properties of the MSS system 
make this approach impractical, As mentioned 
previously, the MSS system uses a rocking 
mirror tq achieve the horizontal scan. This 
scanning is not stable; there may be anywhere 
from 3000 to 3400 picture elements in a given 
sweep. Thus if the QLD were to reproduce each 
set of lines as it is received, there would be 
severe line centering errer due to this line
length variation. Also the MSS system trans
mits all of its spectral bands simultaneously, 
A simple QLD can produce imagery from only 
one of these bands at a time, so that if the 
remaining spectral bands are to be reproduced, 
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the system must be capable of accepting in
put from the digital tape recorder. Since 
the output from each sensor is recorded on 
a separate track of the recorder, tape skew 
must be allowed for. 

MSS QUICK-LOOK DEVICE 

All of the above factors lead to the con
slusion that an MSS Quick-Look system must 
be capable of buffering a single scan of 
information. Such a system is shown in 
block diagram form in Figure 5. It uses es
sentially the same display and automatic 
camera system as the present RBV-QLD, aug
mented by auxillary electronics designed to 
handle the requirements of the MSS system. 

The output data format from the demultiplexer 
is shown in Figure 6. Video datais output 
during approximately one half of the scan 
interval, the other half being occupied by 
preamble and calibration data. The video 
datais stored in the buffer memory during 
the half of the scan when it is available, 
and is read out to the CRT system during the 
other half of the scan. The selection of the 
6 channels corresponding to the desired 
spectral band is accomplished by the INPUT 
SELECT circuit. The thermal IR datais hand
led by demultiplexing channel 25 and dis
tributing the data such that each IR element 
is the same size as 9 elements from the other 
bands. The CONTROL AND TIMING circuit syn
chronizes the system to compensate for the 
skew present in the signals from the tape 
recorder. Data from the 6 channels of the 
selected spectral band is thus read simul
taneously into 6 4K sections of memory. The 
line length information present in words 3773, 
3774 and 3775 is stored by the LINE LENGTH 
circuits. 

When the data from a single scan has been 
stored, the 6 segments of memory are read out 
sequentially to the CRT system. The CONTROL 
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AND TIMING circuits generate the horizontal 
and vertical sweep signals in digital form 
which are fed to the QLD through D/A con
verters. In addition, the LINE LENGTH in
formation is used to determine on which hori
zontal sweep-word the output of data conmen
ces. This corrects for variations in the 
sweep time of the rocking mirror in the 
satellite. The horizontal sweep contains a 
non-linear transfer function to compensate 
for the sinusoïdal sweep of the rocking 
mirror. Using read-only memories in the SCAN 
LINE SELECT circuits it is possible to com
pensate for variations in sensitivity between 
individual sensors in the satellite. 

With the proposed scheme, which has no capa
bility to store more than a single scan of 
data, a continuous-motion film transport is 
required if all the datais to be captured 
easily. The presently proposed RVB-QLD 
uses a step-change type of transport which re
quires a few tenths of a second to change 
film. Several scans of information would 
be missed during the film-changing operation 
using this type of transport. For system 
monitoring functions, this problem is nota 
serious drawback, but if the Quick-Look 
Device is to be used as a source of rapidly 
available medium-quality imagery for users, 
then a continuous-motion transport is neces
sary. 

CONCLUSIONS 

The proposed MSS Quick-Look Device has the 
capability of producing imagery with the 
major causes of distortion and errer re
moved. This imagery will certainly be 
adequate for monitoring system operation. 
The suitability of the image quality to 
potential user requirements remains to be 
tested, however it is our feeling that there 
are many applications where the imagery pro
duced by the MSS-QLD will be adequate, and 
where its rapid availability will be an ad
vantage. 
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PROBWlS IlJ RELATING USER REQUIRE.MENTS TO 

QUANTI'I'ATIVE PARAME'I'ERS OF IMAGERY QUALITY 

M. A. Underhill 
Canadian Armed Forcee 

JNTRODUCTION 

The techniquee involved in the methodology of 
remote eensing are numeroue and are generally 
eubject to reaeonably preciee analyticël mea
eurement. The ueer (interpreter) of imagery 
from remote seneing eyeteme ie aleo trained 
in a ecientific field whether it be foreetry, 
geology or civil engineering, for example 
and ie ueed to dealing with preciee analyti
ca.l rneaeuremente in hiis own di~cipline. 
Unfortunately the quantitative terms which 
define image ouality do not eaeily or fonn
ally tranelate into "ueefulnesis" in terJM of 
~he diecipline of the ueer reoueeting the 
1.magery. Hence we are faced with the problem 
of ouantizing thoee attributee of imagery 
that make it ueeful to the interpreter. More 
eimply, what phyeical attributee conetitute a 
"good" picture? And is that degree of good
neee the eame for all ueere? This paper will 
examine briefly eome possible approachee in 
the problem of relating quantitative meaeure
mente of image quality to the ueer'e reauire
mente in different disciplines. 

SFNSOR CHARACTERISTICS 

The probleme and techniquee in defining the 
reeponse of a remote seneing inetrument have 
been well documented; a good etumnary ie 
shown_ in "The Theory of the Photographie Pro
cese" by Meee .nd Jamee1. In analyeing image 
quality, all componente along the total opti
cal path muet be coneidered; thie ie parti
cularly importa.nt in practical applicatione 
where, for example, atmoepheric attenuation 
or aircra.ft vibration may have as great or 
greater an influence on the final imagery 
~han the de~ign parametere of the eeneing 
1:1etru.ment iteelf. _Consider, for exarnple, an 
airborne cartographie camera. other imaging 
e~neore can be treated by an analogoue tech
nique even though a portion of the eignal 
path may be electrical rather than purely 
optical, ae in the caee of the camera. Pro
ceeding along thie hypothetical eignal path 
for a camera, we can liet the parametere of 
the original object and thoee componente which 
can lead to eignificant deviatione in the eig-

1st CON SYMPOSIUM ON REM:>TE SENSING, 1972 

nal. The object iteelf can be described in 
terms of a projected object field (spatially) 
with varying tonal amplitude and varying spec
tral responee. The eignal from each point of 
thie complex object field will reach the input 
aperture of the image sensor. If the path 
from object to eeneor ie at all long, then 
atmospheric attenuation or dietortion will 
ueually be eignificant; if the acceptance 
angle of the eeneor ie very wide then the 
attenuation or distortion may well vary acroee 
the angular field. Within the sensor itMlf 
each element (whether lens, aperture stop, or 
ehutter) will introduce degradation .due to 
diffraction and aberrations. Influencee due 
to. vehicle motion and vibration can be coneid
ered at thie .point, ueua1ly ae further vector 
degraèations. The granularity and other char
acteristics of the recording medium (film) 
will introduce further degradations due both 
to the inherent properties of the recording 
medium and to subsequent processing (develop
ment) of the film. 

Looking strictly at the final recorded imagery 
we can appreciate that deviations between what 
~~ see on the image and what constituted the 
original object can arise from many causes and 
at any stage along the signal path. These 
irnagery deviations fall into three classes: 
first, distortion, that is, spatial displace
ment of one image point to another as compared 
to the true relationship in the object plane. 
These distortions are usually attributable to 
vehicle motion, lens aberrations, sensor geo
metry, and non-sta.bility (shrinkage) of the 
recording medium. The second class of devia
tions can be described as attenuations of spa
tial freauencies. Common causes are diffrac
tion limitations, vibration, granularity of 
the recording medium, and optical aberrations. 
The last class of deviation concern spectral 
response. In the case of black and white film, 
for example, spectral differences in the 
object are integrated (in this instance, the 
integrating function being the spectral res
ponse curve of the film-filter combination). 
In "colour" systems, deviations arise because 
the recording medium for each colour has a 
finite band-width that is non-linear, the 
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colours do not add additively, and under 
visual viewing conditions, the viewing condi
tions themselves seriously affect the appa
rent image colour. 

Several image quality parameters are well de
fined and can be briefly mentioned. The 
System Transfer Function (of which Modulation 
Transfer Function (MTF) is perhaps the most 
useful) is analytically e.xtremely useful in 
that each element in the signal path can be 
described by a characteristic transfer fun
ction and, if the system is linear, the tran
sfer functions can be cascaded to provide a 
measure of the overall response in terms of 
spacial frequencies. Another measure of 
image quality is acutance which is a measure 
of edge response. A further ouantitative 
parameter is granularity which, if considered 
as a measure of noise, is equally applicable 
to electronically processed images as well as 
film or paper images. Further subjective 
aualitative descriptions are resolution, 
graininess (which is the visual analogue to 
granularity) and sharpness, the visual analo
gue to acutance. Last, we must mention image 
contrast, density, and density range. The 
foregoing attributes comnonly used to des
cribe image quality are derived from the 
theory of the optical process, and as such 
are valuable to the sensor designer. Each of 
these attributes can be specified in the 
design stage and, within reasonable limits, 
the manufactured instrument will rneet that 
design criteria. Further, it can be generally 
stated that the higher the value for each of 
these parameters, the better the quality of 
imagery. Unfortunately, both in theory and 
econornic practice, it becomes impossible to 
maximize one attribute without lowering the 
quality of another~ The decision as to wh ich 
attribute to maximize and which can be sup
pressed leads the image sensor technician or 
designer to ask the auestion - what is the 
imaging system going to be used for? 

USER REQUIRENllJTS 

User requirements can be looked at in two 
ways: in terms of the task in hand, i.e. for 
a forester, the number and type of trees - a 
measurement which obviously does not relate 
very usefully with the cornrnonly used imagery 
quality parameters; or we can look at what 
the interpreter feels are meaningful ~uanti
tative measurements of image auality. R.N. 
Colwe113 shows three lists of interpreter's 
requirements of image ouality, each having 
been published in Photogrammetric Engineering: 
list one - angular field, definition, distor
tion, character of emulsion, altitude, ground 
speed, vibration, character of illumination; 
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list two - graininess, sharpness, resolving 
power, tone reproduction; li~t three - the 
tone or colour contrast between an object and 
its background, image sharpness character
istics, and sterioscopic parallax character
istics. It is interesting to note that few of 
the listed terms are ones inunediately useful 
to an image sensor designer, or for that 
matter, relate to any of the ccmnonly measured 
parameters of imagery. 

A large portion of the problem becomes evident 
at once if ,,.re attempt to visualize such a com
plex objectas an apple tree in tenns of spa
tial and spectral frenuencies, geometric 
relationships, and edge sharpness - obviously 
an enormously difficult task. Consider some 
of the attributes in the process of interpret
ing an apple tree. Size is most essential in 
relation both toits surrounding objecte and 
the geometry of the irnBging system; thus, we 
would not expect an object the size of the 
Empire State Building or the size of a daisy 
to be an a pple tree. v.1e can eliminate many 
objects -;.ri thin the image based on tliis criter
ion alone. The shape of an apple tree (from a 
vertical view) can be classed as that of all 
trees, that is, circular; however, we would 
not expect the geometric precision character
istic of some conifers. The texture of the 
image will assist in distinguishing trees of 
differing leaf size, and the gross texture 
will help identify the general distribution 
and fize of twig and branch structures. Cast 
shadow v.::i.11 aid in determining tree "souat-
ne ss" and trunk characteristics. Tone and 
colour relative to the background will further 
help in identifying the objectas an apple 
tree. Cbject relati.onship describes the con
gruency of objecte in the image, thus, the 
apple tree is located relative to an orchard 
and not too distant from a water source. This 
attribute is one of the most imoortant for 
interpretation and yet one easily overlooked 
in determining sensor requirements. Figures 
1, 2 and 3 illustrate the importance of this 
attribute. 

Further functions independent of image ouality 
but essential to interpretation are time, 
location, and meteorological conditions under 
which t he image was obtained. These factors 
alone would rule out the possibility of an 
a pple tree, for e xample, occurring in imagery 
taken over Baffin Island. Each of the above 
interpret8tive pa rameters suggests various 
image reouirements. In the example given, 
distortion wotùd probably be of little impor
tance, but good edge sharpness and high s ,atial 
resolution would be required. Fidelity of tone 
reproduction would be of the utmost importance. 
Completely different parameters are reouired, 



for ex.ample, if the interpretative task is 
production of a map of an urban area. 

RELATIONS BETv.'EEN IMAGE PARAMETERS Mm 
INTERPRETABILITY 

A number of studies have been made sho·,·ing 
the effects of varying one or more image 
parameters on the subjective image auality. 
Few of these studies have carried the task 
further to consider the end user's reouire
ments from the imÎgery. One of the first was 
Selwyn and Tearle relating variation in res
olution of aerial lenses with image ouality. 
Macdonald5 treats several aspects of image 
auality in relation to gengral interpreta
bility. Higgins and ,Jolfe presented ~ paper 
relating definition (clarity of detail) to 
resolving power and acuity. Several other 
papers treating specific aspects of image 
quality to visuel image arrearance are by: 
Tupper and Nelson?, SimmonsB,ûarrows9, 
Scott10, Macdonald ~ni 1t,'êitson , and Stultz 
and Zwig12• Brock1' Lin several of his 
publications and papers presents an excellent 
review of qualitative relationships between 
image measurements and image interpretability. 
Sorne of this work is further u}Xlated by 
Noffsinger15. The referenced pa pers all 
treat the problem of relating image para
meters and interpretability from the point of 
view of the imagery sensor engineer, and thus 
are not immediately useful to the interpreter 
unless he is also r easonably knowledgeable of 
quantitative imagery analysis technioues. 
Let us look at a few other practical tech
niques in bridging the gap between inter
preter's requirements and available means of 
imagery analysis. 

In some applications of remote sensing the 
nature of the interpretative task does permit 
analysis of the object in spatial and spec
tral terms which can, at least emperically, 
be related ~athematically to the character
istics of the imagering system. If such 8 

relationship is possible then it becomes 
feasible to consider automated data handling 
systems based on the concept of rn.athematic
ally determined pattern and tonal recognitjon. 
Considerable work in this field has been done 
as it pertaigs to classification of agricul
tural crops1 • The type of interpretative 
task that naturally leads to this technioue 
is that in which the objects to be categor
ized are of a large homogeneous area and of 
which texture, tone, and spectral response 
are their most important and characteris tic 
attributes. Another task permitting auto
mated interpretative techniaues it of feature 
plotting where the geometric po~ition of the 
feature is, a priori, unknown, but the char
acteristic of the feature itself is well 

defined, such ~s railroad tracks, buildings 
(as a general class), anè blacktop roads. 

More generally, the nature of the interpre
tative task is too complex, psychologically 
and ph:vsiologically, to permit a reduction of 
its nature into mëthematical terms. Even 
here, an empirical formulation can be obtained 
by correl~tion of statistically determined 
pictorial "goodness" on one hand, anè a func
tion vhose variables are the canmon imagery 
ra rameter8 on the other hand. An example îf 
this technioue is given by Stultz and Zwig ~ 
i·rhere the interpretative task in this instance 
wa s pictorial quality in a salon photographie 
di splay. The obvious problems wi. th this 
approach are that a new formulation is re
quired for each different interpretative 
task, and the statistical problems in correla
ting tbe recmi:red data from a large number of 
observers are considerable. Another paper by 
Bennett, Winterc.tein and Kent17 relates reso
lution, scale, granularity, and contrast to 
the interpretability of various types of 
military targets. In this inttance, the 
training of the interpreters and the degree of 
a priori knowleclge of the targets is also 
related to the abHity to interpret the 
jmagery. Although the paper does not present 
an e~pirical formulation relating these fac
tors, suer. a formulation is implied as feas
ible from the data presented. 

From a very practical point of view, t wo 
simple folutionf remain to be considered for 
solving the problem of relating the user I s 
reciuirements to the i111Bgery characteristics. 
Th~ first solution is, for each image sensor, 
to prepare p, catalogue of imagery over t ypical 
terra in of intere st t o e ach possible user of 
that image sensor. This tecbnique is simple 
and requires on the part of the interpreter no 
knowledge of image auality measurernents, nor 
does it recuire much knowledge on the part of 
the image sensor technician of the details of 
the interpretative task. The obvious pitfalls 
are threefold: first, that with any number of 
senfors and any number of users (such as is 
the situation with a national remote sensing 
programme serviced by B single operational 
agency) the size of the imagery catalogue 
ouickly becomes very large if it is to include 
representative images of all interesting tar
get and terrain types; secondly, there is the 
reBl danger that sensor settings or modifica
tions could be ornitted frorn the catalogue 
whic}-7 might lead to significant increases in 
interpretability for a certain task; third, 
such a catalogue provides only general nuali
tative information to point to required 
irnprovements when new sensorf must be designed 
or purcha~ed. Notwithstanding the listed pit
falls, fUCh a catalogue of imagery can be a 
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useful tool in assisting the selection of 
sensors for a specific user's task. 

The second solution is to derive a target 
that can be used for evaluating a sensor or 
improvement to a sensor system and which 
relies on the same psychological and physio
logical actions in its reading as does the 
contemplated interpretative taEk. In many 
respects the common tri-bar or annulus reso
lution te.rgets fall into this category. 

RESOLUTION TARGETS AS PHEtIC'I'ORS ON IMAGE 
IN'lER.PRETABILI'l'Y 

It is worthwhile to consider in eome detail 
the relationship between resolution and int
erpretability for a specific task, not be
cause a single valued resolution reading is 
superior to other image quality parameters, 
but rather because modifications to the nat
ure of the resolution target show a possible 
approach to bridging the gap between quanti
tative image quality and user's "image good
ness" requirernent. In the experiment to be 
described, three types of targets are used, 
and the resolutions from these targets are 
correlated with the specific interpretative 
task of identification and recognition of 
vehicles (vertical view ). The follo}ing is 
an extract from a paper by the author • 

The most frequently encountered types of reso
lution target are the U.S. Air Force tri-bar 
target (côlled 11 USAF target" for the remain
der of t his pa per) and the National ReEearch 
Council annulus target as devised by L.E. 
Howlett19. Both of these targets consist of 
simple geometric forms presented in a geomet
rically decreasing orcler of size. Both tar
gets, as norma.lly pr esented , ~re of perioèic 
fo:nn and hence exbibit some of the optical 
phenomena associated with periodic targets. 
Because the nature of each target element is 
known a priori, determination of resolution 
involves a scan of the decreasing sizes of 
target elements until the detection of t he 
expected pattern is no longer possible. 
Donaldson and Gough20 have devised a set of 
alphnumeric block letter characters (figure 
4) of virtual ly equal visual identificetion. 
If such block letters were presented in a rôn
dom array, bottin terms of cha racter type and 
size, then use of such an array as a means of 
determining resolution would involve identifi
catjon of individual characters with no a 
priori knowledge of the character type, 
little or no periodicity to the cbaracters, 
and no judgement of the resolution value 
until after the complete array were scored. 
The purpose of the experiment was to deter
mine if the resolution from the block letter 
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target related better than resolution from the 
annulus or USAF target to the task of identi
fying and recognizing vehicles 8t threshold 
conditions. For the purpose of this e:,q-eri
ment, recognition is defined as classification 
of vehicle type, and identification is defined 
as naming tr.e vehicle from a list of known 
vehicles. 

EXPE-RIME!\TAL PRCCEDURE 

For the laboratory experiments, a Speed
Graphic camera fitted with a 70 mm roll-film 
bé!!.ck and a 152 mm Kodak Ektar lens was used, 
rie;icUy held in the "ASTM Stimdard. Camera 
Alignment 1121. A second focal length lens was 
available by removing the front element of the 
Ektar lens, giving A degraded lens system with 
a calculated focal length of 96.07 mm. The 
target array (a~ shown in fir,ure 5) was placed 
in 11 ASTM Standsrd Orientation No. 1 for a 
Plane Surface 11 ='l d.th respect to the c&nera 
and waF so dedgned that with the distances 
used between c BIT'era 8nd targets, no part of 
the a rra y WB E' more than 10 degrees off the 
ortie axif. This target array Wé!S illuminated 
to give essenti~lly uniform eyposure over the 
entire array. 

For the reasons shovm by McGee22 and Carmen='.3, 
it was decided to restrict ·this investigé!.tion 
to low-contrast targets. The paints used pro
duced an average reflection density difference 
of 0.26 ~ 0.02; with the background density 
being 0.9=' ~ 0.02. These gray paints were 
es~entially neutral as meafured by a MacBeth 
Quantalog RD-100 Densitometer. The same 
paints were used for the construction and 
painting of all resolution targets and the 
models. 

The USAF resolution targets were of the tri
bar type with spaces between bars eoual to the 
bar ~Qdth. Each bar ~~s 5 times its width. 
The tri-bar elements were arranged in serial 
orders of 10 mm, 9, 8, 7, 6, 5, 4, 3.5, 3, 
2.5 and 2 mm bar widths. Target parameter "d" 
~8s taken as twice a bar width. 

The annulus resolution target annuli are pre
sented in paire, each annulus to have an inner 
diarneter eou2l to 1/3 the outer diameter, and 
each annulus to be separated from all other 
annuli by at least 1/3 of the larger annulus 
diameter. Tr.e annuli pairs were arranged in 
serial orcl.er of 49 mm , 42, 36, 3).5, 24, 21, 
18, 15, 12 and 9 mm outer diameters. Target 
parameter "d'' was taken as 2/3 of the outer 
diameter. 

The seven alphanumeric characters choEen were 
made up in each of sizes 20 111T1, 25, 30 and LO 



nun to a side. For each negative made, 25 of 
the 35 possible size-character combinations 
were randomly selected and displayed in a 5 x 
5 matrix. Target parameter "d" was based on 
the length of character side. 

The models chosen as recoe;nition and identi
fication targets are shoïm in Table 2, toget
her with their reference number and pertinent 
dimensions. Of the 25 models, 10 were selec
ted and presented in random order in t wo rows 
of five within the target array. Each model 
would appear only once within any given nega
tive. The models selected were painted and 
presented under the same contrast conditions 
as used for the resolution targets. These 
models were considered representative of 
typical civilian and military vehicles that 
a photo-interpreter m.ight be required t o 
recognize or identify and, in each ca~e, the 
model was considered sufficiently accurate in 
scale and detail so as to be representative 
of an actual vehicle. Note that the models 
were presented with a minimum of clues as to 
background, cast shadow (i.e. under condi
tions of flat lighting) and were not neces
sarily in scale with respect to one another. 

Inasmuch as this experiment was designed to 
relate to the very practical problems 
encountered in milita.ry photo-reconnaissance, 
the factors chosen as variable to achieve 
differing resolution results are from those 
that m.ight be encountered under actual condi
tions. Note that the change in photo-optical 
conditions are, in themselves, relatively 
unimportant except to provide a varied means 
of changing the resolution and that their 
effects are uniform across the whoJ.e film 
surface of interest. One hundred and forty 
negatives were exposed, varying "f" stop, 
film type, object distance, flare exposure 
(produced by a secondary exposure with opal 
glass held over the lens), lens degradation 
(with accompanying change of focal length) and 
focus; from these negatives, 30 were chosen 
(exa.mples shown in figures 5 and 6) by the 
criteria of a model recognition range greater 
than 0% and less than 100%. The three films 
chosen (Improved Tri-X type 5063{ Tri-X type 
8403 and Panatomic-X type S0-1J6J were rep
resentative of medium to high speed films 
currently in use for photo reconnaissance. 
A typical negative is shown in figure 6. 

The chosen negatives were presented to t wo 
groups of readers, trained and untrained, in a 
random order, together with the scoring sheet, 
close-up photographs of the mcxiels used and 
scoring instructions. All untrained readers 
used a twenty power binocular microscope on a 
light table of variable intensity. Each 

observer was allowed to vary the light 
intensity as desirec, use whatever time was 
rermired and, in ea ch case, was not required 
to give a forced response. 

An initial analvsis of the data was made on an 
IBM 1620 comput~r to check for gross errors 
and detect areaf of missing data. The final 
analysis was condncted on an I BM 320. 

STATISTICAL ANALYSIS 

Each response variahle was calculated in the 
form of a resolutjon value (or an analogous 
value for model recognition and identifica
tion) with a dimension of mm-1 

H = 0 X 304.8 

f X d 

R = resolution (in IIl!J'l-1) 
0 = object distance (ft) 
f = focal length (mm) 
d = target parameter 

( threshold) (mm) 

The annulus and tri-bar "d" values. were deter
mined from the mean of all observers' values 
for each negative. 

In determining a "d" vDlue for the block 
letter targets it was realized that although 
the alphanumeric characters cbosen were essen
tially equal in terms of visual recognition, 
they did not necessarily have the same charac
teristic under a photographie operation. To 
eliminate any error from inherent 0ifferences 
in recognjtj on, a weightj_n p; function was 
determined for each letter type as follows: 

1 • 
C. X N ·w. = weighting factor, = l. l. let ter type i l. 

et x Ni et =L all correct letter 

responses (all types 
and sizes) 

e. = L all correct let ter 
l. 

readings (type i) 
N = total of l etters 

presented 
N. total of all type i 

l. letters presented 

By analogy with the annulus type of target, 
the block letters should have "d" values of 8, 
10, 12, lL or 16. To determine the actual "d" 
value, a modification of a scoring t echnique 
used for finite multi-choice ouizzes was 
devised. Because there are a possible 7 res
ponses for any one position on the matrix, 
"wrong" responses are penali zed by a f actor of 
1/(7-1). This scoring t echninue gives a r ange 
of "l" for a l l correct and 11 0 11 for guessing (a 
ratio of 1 correct to 6 wrong ). The f inal "d" 
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value is deterrnined as follows for each nega
tive: 

(DA - SO) 
6 

DB 

SB= score for letter 
size j 

DA =L Wi for letters 

correct of size j 

SC= L_-Wi for letters 

wrong of size j 

DB =i: Fi for all 

letters presented 
of size j 

5 

"d" = 18 - L 
j = 1 

(2.4 x SB.) 
J 

This technique thus gives a "d" value of 18 
for a situation of no response or guessing in 
all of the block letter rnatrix positions, and 
a "d" value of 6 for a matrix of all correct 
responses. Note that, for this experiment, 
negatives that showed either perfect or 111811 

scores were not used. 

In a manner similar to that used for the 
block letter targets, the following scoring 
techniaue was used to determine model recog
nition and identification: 

R= 

s 

T 

Zl - Z'J.L24 R = score for identHi-
cation Zl + 22 + ZJ Zl = number of 

rnodels correct 
Z? = number of 

models missed 
Z3 = number of 

models wrong 

Yl - Y3/5 
Yl + Y2 + Y3 

S = score for recogni
tion 

Pl + P2 -1- P3 + P4 

4 + (4 x R) 

Yl = number of 
rnodels correct 

Y2 = nu.rnber of 
models nissed 

Y3 = number of 
models wrong 

P = model size pa ra
meter x weight
ing factor 
(ident) 

U = Ql + Q2 + Q3 J . 0,4 Q = rnodel size pa ra-
4 4 ( 4 x S) meter x weight

ing factor 
(recog.) 
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Pl, P2, PJ, P4 = smallest 
four values of P 

Ql, Q2, QJ, Q4 = smallest 
four values of Q 

MCDEL IDEl\'T = Cbj Dist (ft) x 30L .8 x R 
Foc Length (n,m ) x U 

The size rarameter on which model recognition 
or identification is based was either model 
length, rnean of length plus width, souare root 
of projected area or scuare root of length 
times width. 

From each of the negativefl, a mean reEolution 
flnd model identification or recognition for 
each parameter choice and, for each neeative, 
a rnean s~uare variation represented by: 

(X. - x/ 
l. 

X= resolution resronse 
Y= model identification or 

recognition 

wa~ caJculPted. A stanèarè regression analy
sis techninue vras employed in determining both 
linear and ouadratic lines of best fit. To 
avoid treating the data as a bi-variate ca~e, 
the X para~eter (resolution) was coded into 
eoui-spaced cells by taking the integer part 
of the average resolution plus 0.5. Besides 
the rcgres~ion co-efficients for each case, 
the following statistics were s.lso calculated: 
a calculated 11 F11 for lack of fit; a Syx term 
based on the souare root of the resictu~l fol
lowing from the analysis of variance; an 
error terrn 2nd degrees of freed om represented 
by the error ter,n and the average vnlue of the 
rn~an square variance previously calculated for 
each negative. Finally, the correlation co
efficient R was calculated for each set of X, 
Y clata by the formula : 

R =L<xi - x)(Yi - Y) 
Œ- (Xi - X)2 } (Yi - Î)_]°i 

ï?ESULTS 

The complete results show that, in fact, no 
s i gnificant difference exists between the 
various meAns of determining target size para 
rneter~ nor wae the line of best fit ouadratic 
but r ather was linear. The results shown in 
Table 1 are averages of the values computed 
for each of the 4 different ¼~ys of expressing 
model size parameters. 



TA.BIE 1 

Avg. 'R' and Sy)Y values for RECOGNITION 

Target Trained Untrained -X Std. X Std. 
Dev. Dev. 

Block - R • 7636 .014 • 7046 .010 
Let ter s .3524 .010 .4008 .010 

Tri- R .6785 .014 .6845 .010 
Bar s .3989 .010 .4151 .010 

Annulus R .6556 .010 .6131 .010 
s .4166 .010 .41.i.15 .010 

Avg. 'R' and Sy/Y values for IDt.<1'ITIFICATION 

Block - R .5614 .026 .6500 .010 
Letter s .4813 .028 .5454 .033 

Tri- R .3856 .034. .6Jl7 .010 
Bar s .5597 .024 .5775 .024 

Annulus R .3950 .026 .5871 .010 
s .5352 .028 .6004 .024 

li2k= R = Correlation 
S = Sy-)Avg. Y 

co-efficient 

Table 1 shows the main results of interest 
to this experiment. '!A·ith 30 data points, 
the degrees of freedom for correlation are 
28 and hence, at 90% confidence (alpha 
equal to 0.10) all correlations above the 
value of 0.3070 are significant, in other 
words, we have found a significant correla~ 
tion for each X, Y test shown in the table. 
B~ca~s~ the range of X values does not vary 
s1gruf1.cantly, we ca.n consider the confid
ence interval on Y at the point Xo = X in 
each case. Under this condition the . , 
expression for the confidence interval on Y 
reduces to: 

Y plus, minus t / S (1/n)½ n-2, a 2 yx 

For each of the 48 cases, n equals 30 hence 
the whole expression reduces to: ' 

" Y plus, minus K x S 
yx where K is a 

constant. 

Thus, it is reasonable to consider intercom
paring values of Syx. Further, because we 
are assessing X as a predictor of Y and dif
ferent ranges and average Y values are 
encountered in the different cases we can 
<livide the term Syx by avg Y for e~ch case 
to allow for a comparison between cases of 

different Y values. 

Tables 3 and 4 show the weighting factors for 
each Block Let ter and Vehicle Model Type. 
Note t~at the weighting factors for Vehicle 
Models were detennined by a technique analo
gous to that described for Block Letters. 
Table 5 shows the photographie parameters of 
the thirty negatives selected for the experi
ment. 

DISCUSSION OF RES ULTS 

Table One shows several significant results: 
first, there is a significantly better cor
relation for recognitjon than for identifica
tion. This would tend to show that the read
ing of all three types of resolution target 
is basically one of recognition. Secondly, 
there is a $ignificantly better correlation 
for the block letter resolution target than 
for either the annulus or for the USAF tar
gets. Thirdly, the difference in response 
between trained and untrained observors is not 
significant in every case; however, it would 
appear that in each case the trained observors 
show better correlation for recognition, but 
poorer correlation for identification. It is 
quite obvious from the re sults that a simple 
target ca~ be devised whicb correlates consid
erably better to the task of identification 
and recognition of vehicles. It has not been 
proved vrhether this significant change in 
correlation would be true under actual field 
conditions (èata is presented in the original 
pa.per which was not amiable to quantitative 
statistical analysis, but which would indicate 
that such increase of correlation does carry 
over into field conditions), nor has this 
reported improvement in correlation been 
proved for interpretative tasks other than 
vehicle interpretation; however, one would 
expect intuitively a similar result for 
related fields which likewise rely on spatial 
rather than tonal characteristics. 

CONCLUSION 

The paper, as a survey, has pointed out sorne 
of the problems in relating user requirements 
to image parameters and has indicated several 
practical and t heoretical approaches that 
could warrant further development. In prepa
ration of t his paper and in particular in the 
original preparation of the experiment out
lined, it becaw~ obvious that many of the 
probl ems rel ate to the non-common terminology 
between the various disciplines involved and 
to the l ack of full understanding of the role 
the psychology, physiology and physics of 
sight pl ays in t he inter pr etative task. 
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TABLE 2. 

Table of mcxiels selected as representative targets 

( Dimensions in mm) 

Model Class Description Length Width Mean of So. Rt. Sq. Rt. 
Code No Code No L+ W Proj. Area L .tf "t,T 

0 0 Do not know 
l .3 Stake truck (6 wheel) 74 25 49.5 43.0 43.0 
2 3 Landrover Stn Wagon 67 27 47.0 42.5 42.5 
3 3 Hopper truck 66 26 46.0 41.5 41.2 
4 6 Mustang Sedan 70 27 48.5 43.5 43.5 
5 3 Dumper truck 51 27 39.0 37.0 37.l 

6 3 Jeep pick-up 65 25 45.0 40.0 40.2 
7 6 Jeep 4 x 4 55 28 41.5 40.5 39.3 
8 5 'Saladin' Arm. Car 61 29 45.0 42.0 42.0 
9 2 Snow-trac 55 33 4~.o 41.5 42.7 

10 1 Srnall tracter (farrn) 49 29 39.0 30.0 37.7 

11 1 Bulldozer Cat DB 58 32 45.0 38.5 43.1 
12. 2. Gr Bt 3-ton LKv-r 4 x 4 49 17 33.0 29.0 28.9 
13 2 U.S. M3 half track 50 22 36.0 33.0 33.2 
14 5 Gr Bt Recon Set car 45 24 34.5 34.0 32.8 
15 4 USSR Stalin tank 53 25 39.0 36.5 36.3 

16 .3 U.S. 2! ton 6 x 6 49 19 3l~. 5 30.5 30.5 
17 5 U.S. M40 S.P. Cannon 54 26 40.0 37.5 37.5 
18 4 U.S. M59 lt tank 47 26 36.5 35.0 34.9 
19 3 Gr Bt Ambulance 3-ton 4 x 4 50 18 34.0 30.0 30.0 
20 4 USSR T-34 lt tank 47 24 35.5 34.0 32.1 

21 2 U.S. M3Al 10 ton half track 48 18 3.3.0 28.0 29.4 
22 4 Centurian tank Hk III 52 26 39.0 37.0 36.7 
23 4 USSR T-54 heavy tank 48 26 37.0 35.5 35.3 
24 4 Ger HS20 APC h4 20 32.0 JO.O 29.7 
25 6 U.S. Jeep 4 x 4 33 15 29.0 n.5 22.2 

Class 
Code No Descri~tion 

0 Do not know 
1 Tracter 
2 Personnel carrier 
3 Truck 
4 Tank 
5 Armoured car 
6 Srnall cars 
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TABIE 3 

Untrained 0bservers 

Letter Total Cor. Wrong Missed Pcnt Cor Pcnt Wr Pcnt Miss 1·'eight 

1 760 406 272 82 53.42 35.79 10.79 0.8449 
2 786 526 163 97 66.92 20.74 12.34 1.0584 
3 808 574 109 125 71.04 13.49 15.47 1.1235 
4 · 783 535 136 112 68.33 17.37 14.30 1.0806 
5 840 439 302 99 52.26 35.95 11.79 0.8265 
6 807 476 240 91 58.98 29.74 11.28 0.9329 
7 666 490 122 54 73.51 18.32 8.11 1.1636 

TOTAL$: 5450 3446 1344 660 63.23 24.66 12.11 1.0043 

MODEL lDE}JTIFICATION 

1 132 72 45 15 54.55 34.09 11.36 1.3559 
2 95 38 42 15 40.00 4L1.2l 15.79 0.9943 
3 50 16 28 6 32.00 56.00 12.00 0.7954 
4 87 35 39 13 40.23 44.8.3 14.94 1.0000 
5 67 31 19 11 55.22 28.36 16.42 1.3727 
6 117 38 53 26 32.48 45.30 22.22 0.8073 
7 36 18 11 7 50.00 30.56 19.44 1.2429 
8 131 76 29 26 58.02 22.14 19.85 1.4421 
9 87 45 36 6 51.72 Ll.38 . 6.90 1.2857 

10 131 124 2 5 94.66 1.53 3.82 2.3529 
11 . 109 51 31 27 46. 79 28.44 24.77 1.1631 
12 66 37 14 15 56.06 21.21 22.73 1.3935 
13 110 25 38 47 22. 73 34.55 42.73 0.5649 
14 64 42 11 11 65.63 17.19 17.19 1.6313 
15 81 13 44 24 16.05 54.32 29.63 0.3989 
16 94 10 58 26 10.64 61.70 27.66 0.26Li.4 
17 130 44 52 34 33.85 40.00 26.15 0.8413 
18 65 22 21 22 33.85 32.31 33.85 0.8413 
19 51 27 18 6 52.94 35.29 11.76 1.3160 
20 65 2 29 34 3.08 44.62 52.31 0.0765 
21 80 20 22 38 25.00 27.50 L,7. 50 0.6214 
22 117 19 58 40 16.24 49.57 34.19 0.4037 
23 65 17 29 19 26.15 44.62 29.23 0.6501 
24 71 3 37 31 4.23 52.11 43.66 0.1050 
25 79 46 10 23 58.23 12.66 29.ll 1.4474 

TŒ'ALS: 2180 877 776 527 40.23 35.60 24.17 0.9747 

MODEL RECCGNITION 

1 240 185 38 17 77.08 15.83 7.08 1.2606 
2 343 179 128 36 52.19 37.32 10.50 0.8535 
3 606 419 176 11 69.14 29.04 1.82 1.1308 
4 594 315 213 66 53.03 35.86 11.11 0.8673 
5 195 125 60 10 64.10 30.77 5.13 1.0483 
6 202 110 82 10 54.46 40.59 4.95 0.8906 

'l'OT.ALS: 2180 1333 697 150 61.15 _:-1.97 6.88 1.0085 
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TABLE 4 

Trained Obs0.rvers 

Letter Total Cor Wrong Yissed Pcnt Cor Pcnt 1,:r Pcnt Miss Weight 

1 520 302 110 108 58.08 21.15 20.77 0.9667 
2 540 358 67 115 66.30 12.41 n.30 1.1035 
3 555 350 60 145 63.06 10.81 26.13 1.0497 
4 540 360 57 123 66.67 10.56 22.78 1.1096 
5 580 269 183 128 46.38 31.55 ?2.07 0.7720 
6 555 318 110 127 57.30 19.82 22.88 0.9537 
7 460 296 97 67 64.35 21.09 14.57 1.0710 

T0TALS : 3750 2253 684 813 60.0S 18.24 n.68 1.0037 

WDEL 1Dl'1'-;TIFICA'I'ICN 

1 90 28 25 37 31.11 27.78 41.11 1.1164 
2 65 9 17 39 lJ.85 26.15 60.00 0.4969 
3 35 2 10 23 5. 71 28.57 65.71 0.2051 
4 60 18 8 34 30.00 13.33 56.67 1.0766 
5 45 18 4 23 w.oo 8.89 51.11 1.4354 
6 80 10 19 51 l?.50 2~.75 63.75 0.4486 
7 25 10 0 15 40.00 o.o 60.00 1.4354 
8 90 60 7 23 66.67 7.78 25.56 2.3923 
9 60 26 14 ~.0 43 .33 23.33 33.33 1.5550 

10 90 84 1 5 93.33 1.11 5.56 3.3493 
11 75 50 6 19 66 .67 8.00 25.33 2.3923 
12 45 13 4 28 28.89 8.89 62.22 1.0367 
13 75 9 10 56 12.00 13.33 74.67 0.4306 
14 45 24 3 18 53.33 6.67 w.oo 1.9139 
15 55 5 4 46 9.09 7.27 83.64 0.3262 
16 65 2 17 46 3.08 26.15 70.77 0.1104 
17 90 25 12 53 27.78 13.33 58.89 0.9968 
18 45 8 4 33 17.78 8.89 73.33 0.6380 
19 35 4 2 29 11.43 5.71 82.86 0.4101 
20 45 1 2 42 2.22 4.44 93.33 0.0797 
21 55 2 9 44 3.64 16.'36 80.00 0.1305 
22 80 2 12 66 2.50 15.00 82. 50 0.0897 
23 45 1 5 39 2.22 11.11 86.67 0.0797 
24 50 0 0 50 o.o o.o 100.0 o.o 
25 55 7 8 40 12.73 14.55 72.73 0.4567 

TUI'HS : 1500 41 203 879 27.87 13.53 58.60 0.9041 

.t-:ODEL REC CGtHTICN 

11 165 139 4 22 84.24 2.42 13.33 1.6180 
2 235 76 61 98 32.34 25.96 41.70 0.6211 
3 415 224 108 83 53.98 26.02 20.00 1.0367 
4 410 204 35 171 49.76 8.54 41.71 0.9556 
5 135 90 18 27 66 .67 13.33 20.00 1.2804 
6 140 48 44 48 34.'29 31 .43 34.29 o.6585 

TOTALS: 1500 781 270 449 52.07 18.00 29.93 1.0284 
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TABLE 5 

Table of Seiected Negatives Used for Readings 

8 ......... 
s::: ,... () ~ ..c 0 ......... ft-.i,-j +l •ri 0 0 ,o bO 

() ID ID ( ) () § -~ -~ Î)....--.. P. a.> ., 
() +l () P. fil ft-.i () fil 

>. -ri •ri 'O ft-.i ,... 0 ~-- :j -~-- ,-j ê +l fi +l 0 +l'-' ~ +l •ri (.) 0 C/J (/) 'O ., fil 'O <O U) r-i'-' 

~ 
() s:: fil () +l 0 () ,... P. 0 () •rl +l ::s qj 
+l f!i s:: >< bO ·r.i (/J P.- () CO 0 P. () ,... 1/j 0 0 

() ..0 •ri ~~ P • ,-j +l ~t <O () 0 0 -ri CO ~~ z 0 'O Cf) i:,... rr. :;a. ,0 ft-.i i:,... i:,... Q E-➔ ~ 

AA 125 4.5 1/200 nil nil 0 152 5063 30-3-67 0.76 1.10 
AB 125 8 1/100 nil nil 0 152 5063 30-3-67 1.04 1.25 
AC 125 32 1/5 nil nil 0 152 5063 30-3-67 0.56 o.~3 
AY 70 4.5 1/200 nil nil l+ 152 5063 30-3-67 0.44 0.62 
A7 70 8 1/100 nil nil 1..1 152 5063 30-3-67 0.44 o.66 

BO 50 32 1/5 nil nil 0 96.07 506.3 4-4-67 o.ss 1.14 
BU 50 32 1 nil nil 0 96.07 5063 4-4-67 0.98 1.n 
BX JO 32 1/5 nil nil 0 96.07 5063 4-4-67 0.4:? 0.64 
CA 30 4.5 1/25 nil nil 0 96.07 S0136 4-4-67 1.06 1.51 
cc 30 8 1/10 nil nil 0 96.07 S01.36 4-Ji.-67 0.70 1.17 

CJ 50 8 1/10 nil nil 0 96.07 s0136 4-4-67 0.55 0.98 
CM 50 11 1/5 nil nil 0 96.07 sc116 1,-4-67 o.68 1.,0 
CN 50 11 1 nil nil 0 96.07 SOl36 4-4-67 :?.10 2. 50 
DA 90 4.5 1/25 nil nil 2-'- 152 so136 l;-Li-67 0.62 1.06 
DB 90 8 1/10 nil nil :?-'-- 152 SGl_:6 4-4-67 0.27 0.58 

DD 90 4.5 1/25 4.5 1/50 :;,-1. 15?. S0136 h-4-67 0.73 1.15 
DE 90 8 1/10 1,. 5 1/50 2+ 152 S01J6 4-4-67 0.40 o.66 
DS 12) 8 1/10 4.5 1/25 0 152 S01.36 1~-h-67 0.74 1.02 
DV 120 8 1/10 4.5 1/10 0 152 s0136 4-4-67 0.70 o.89 
DX 120 4.5 1/100 nil nil 0 152 8403 6-4-67 0.45 0.78 

EK 90 8 1/50 8 1/25 0 152 8403 6-4-67 0.60 o.67 
EL 90 16 1/10 nil nil 0 152 ~403 6-h-67 0.52 o.68 
ED 90 8 1/50 nil nil 0 15? 8403 6-4-67 0.50 o.68 
EP 90 32 1 nil nil 0 152 8403 6-4-67 0.79 0.97 
ER 90 8 1/50 nil nil 2-+ 152 8403 6-L~-67 0.44 o.63 

ES 90 32 1 nil nil 2..1- 152 81~03 6-4-67 o. 73 0.95 
l~A 70 8 1/50 nil nil 1- 152 8403 6-4-67 0.52 o.68 
FC 70 32 1 nil nil 2-+ 152 g403 6-4-67 0.7R 0.93 
FK 30 32 1 nil nil 2- 96.07 8403 6-Li-67 0.91 1.05 
FL 30 32 1 nil nil 1- 96.07 8403 6-4-67 0.90 1.06 

Note: Plus and minus i.ndicates focus racked forward or back of point of 
best visual focus 
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Figure 1. Object at threshold of identifica
tion, no surround detail 

Figure 2. Object with detail, no surround 
detail 

Figure 3. Object at threshold of identifica
tion, with surround detail 
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Figure 4. Block-letter design fir resolution 
target 

Figure S. Detail of typical target presenta
tion, resolution trials 

Figure 6. Typical degraded image (8X 
magnification) for threshold 
resolution determination 
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GEOMETRIC CONSIDERATtONS tN REMOTE SENStNG 

Dr. Eugene E. Derenyî, 
Associate Professor, 
Department of Surveying Engineering, 
University of New Brunswick, Fredericton, N.B. 

ABSTRACT 

ln order to judge the potentials of image
forming remote sensors properly, both the 
spectral characteristics and the geometric 
aspects must be considered. With respect to 
the latter one, two factors are of primary 
importance: 

l. Geometric or spacial resolution, which in 
case of an optical mechanical scanner is 
a function of the instantaneous angular 
field of view and ror a radar system 
depends on the accuracy of the time 
measurement, on the slant range and on 
the beam width. 

2. Geometric fidelity, which is influenced 
by the inherent distortions of the 
sensor, distortion characteristics of the 
photographie material, terrain and 
environmental conditions, and by fluctu
ating in the attitude, altitude and 
veloclty of the airborne vehicle carrying 
the sensor. 

Bath factors are discussed in detail. From a 
geometric point of view, the performance of 
unorthodox image forming sensors is inferior 
to that of modern frame camera systems. 
Results of a theoretical investigation and of 
a test conducted on infrared scanner imagery 
are presented as a proof. The use of stabil
ized platforms and analytical or analogue 
image restitution is suggested to improve the 
geometric fidelity of dynamic imagery. 

1 NTRODUCTI ON 

Sensors which operate outs ide the visible 
light region such as infrared scanners and 
side looking radar, are gaining an increased 
acceptance in the field of photo interpreta
t ion. They are capable to operate day and 
night, under adverse weather conditions and 
are able to reveal information which other
wi se would remain undetected. 

Spec t ral characteristics of these sensors 
are reasonably well known and intensive 

1st CON SYMPOSIUM ON REMOTE SENSING, 1972 

researcb is being performed at many agencies 
on thîs subject. However, little unclassified 
tnformation is available on their geometric 
characteristics and investigation along these 
lines began only recently. Nevertheless, one 
must be familiar with the geometric pro
perties of a sensor in order to judge its 
potentials properly. 

Two aspects have to be considered in this 
connection: 

1. Geometric or spacial resolution. 
2. Geometric fidelity. 

RESOLUTION 

Resolution is a rather complex phenomenon 
which involves not only the basic character
fstics of an imaging system but also other 
variable f actors such as the shape, size and 
contrast of the target. 

ln a conventional camera system there are two 
components to be considered, the lens and the 
photographie emulsion. Electronic parts per
form an important function in unconventional 
imaging devices and the signal to noise ratio 
rs an important criterion. One should also 
note that, in most cases, the resolution of 
the latter types is different in longitudinal 
and lateral direction with respect to the 
fllght path. 

For optical-mechanical scanners the theoret
fcal llmit of resolution is defined by the 
instantaneous field of view, usually specified 
in angular units. The best ground resolution 
is obtained when the scanner points vertically 
downward. Then it decreases as a function of 
sec e rn longitudinal direction and of sec2 e 
in lateral direction, where e is the scan 
angle IHol ter, et al., 1962]. 

For side looking radar systems the ground 
resolution in lateral direction is limited by 
the accuracy of time measurement and as such 
it is proportional with the time duration of 
the pulse. ln longitudinal direction it is 
proportional to the slant range and to the 
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beam width [A.S.P., 1966]. 

Table 1 presents a numerical comparison 
between the ground resolution of all three 
sensor types discussed. Values for the frame 
camera are based on the performance of a 
typical superwide angle mapplng camera. The 
instantaneous field of view of the scanner is 
taken as 2 mrad. by 2 mrad., the pulse dura
tien of the radar is assumed to be O. 1 
microsec. and the beamwidth is O. 1°, all of 
which are typical values for an unclassîfied 
sensor. Furthermore all values are gîven in 
meters and are val id for a flying height of 
1000 m. 

Sensor 

Camera 

Scanner 

Radar 

Direction 

Longitud. 
Lateral 
Longitud. 
Lateral 
Longitud. 
Lateral 

TABLE 1 

Angle of view 
0° 30° 45° 60° 

0. 14 0. 20 O. 40 1 • 10 
0.14 0.20 0.40 1.10 
2.0 2.4 2.8 4.o 
2.0 2.8 4.0 8.0 

2.0 2.5 3.5 
30.0 21.2 17.3 

lt is apparent from these results that the 
resolution of an unclassified IR or radar 
sensor is far inferior to the resolution of a 
modern aerial camera. 

GEOMETRIC FIDELITY 

The geometric fidelity of an image is influ
enced by the following factors: 

1. lnherent distortions of the whole instru
ment package which produces the image 
(interior orientation). This factor can only 
be ascertained by a thorough calibration of 
the system. Thus far none or very 1 i tt 1 e 
research has been done towards the calibra
tion of unconventional imaging systems. 

2. Distortion characteristics of the photo
graphie material. This problem is common to 
any sensor which produces a photographie 
image including the frame camera and is well 
documented in the literature. 

3. Distortions due to natural causes such as 
atmospheric refraction and earth curvature. 
Image refinement procedures developed for 
conventional aerial photography are readlly 
available to deal with this problem. 

4. Sensors which operate outs ide the visible 
1 ight reg ion employ scanning techniques to 
collect the reflected or emitted energy from 
objects wit h extended di mensions. ln the 
d i rect ion of f l ight, the scanning is usually 
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induced by the forward motion of the carrying 
vehicle, whereby the visual reconstruction of 
the 5ensed energy becomes a contlnuous strip 
image. Therefore, angular oscillations of 
the vehicle and variations in velocity and 
altitude displace the image points from their 
correct geometric position. The magnitude and 
direction of the displacement varies from 
image point to Image point. lt is a function 
of the changes in the position and orientation 
of ·the sensor with respect to a fixed coordin
ate system(exterior orientation) and of the 
location of the image point in question 
wtthin the strip. Displacements are more pro
nounced along the edges than at the centre. 

As an example, Table Il lists the errors in
troduced into the ground position of points, 
situated at various scan angles, due to a 
displacement of the corresponding image points 
[Derenyi and Konecny, 1964]. A change of one 
degree of arc is assumed in the pitch (~), 
roll (w) and yaw (K), tbe three components of 
the angular orientation, and a change of ten 
meters in the altitude. The flying height is 
assumed to be 1000 m above terrain. The 
effect of the individual components and the 
total position errer are listed separately. 
All units are in meters and also represent the 
displacements in mill ( 0 /oo) of the flying 
height. 

TABLE Il 

Scan Angle oo 30° 45° 60° 

Pitch 18 18 18 18 

Rol 1 18 24 35 70 

Yaw 0 10 17 30 

Height 2 6 10 17 

Total 26 32 44 80 

Ro 11 Comp. 18 21 27 39 

Table Il indicates that: 

1. The rol 1 is by far the largest contributor 
to the displacement. Therefore roll compensa
tion is highly desirable and is in fact 
employed in certain models of IR scanners. 
Table 11 also lists the total position errer 
in case of roll compensation. 

2. The pitch has a constant effect throughout 
the strip and thus introduces a scale error. 

3. The yaw, which does not distort a frame 
photograph, contributes considerably to t he 
position error in strip imageries. 

4. The magnitude of the displacements even 



that with roll compensation is far beyond the 
resolution limit of the sensors. 

Although a one degree tilt and a 10 m alti
tude error can occur in frame photography as 
well, however, these values are val id for the 
entire frame. The resulting displacements do 
not impair fnterpretation and can easily be 
corrected by establ ished photogrammetric pro
cedures. ln case of a dynamic imaging device 
the magnitude of the attitude and altitude 
error can fluctuate rather rapidly especially 
at a low altitude and at a slow air speed. 
The velocity of the angular oscillation of a 
light aircraft under such conditions can 
reach several degrees per second. Con
sequently displacements can vary from a mini
mum to a maximum value within a small 
segment on image and the image may become 
distorted to such an extent that identifica
tion becomes difficult. The problem is even 
more acute when attempts are being made for 
the metric evaluation of dynamic imageries. 

Three alternatives are open to deal with this 
problem: 

1. Accept the inherent limitations of dynam
ic imageries without making any efforts 
towards improvements. Needless to say that 
th i s i s an incorrect app roach. 1 t redu ces 
the significance of remote sensors which 
otherwise, due to special detection capabil
ities, could become a valuable asset in the 
detecting, measuring and representlng the 
geometric and physical features of our 
environment. 

2. Place the sensor on a stabilized platform 
to reduce the effect of aircraft oscilla
tions. This is certainly a val id approach. 
However, it could produce accepta bl e results 
at a reasonable cost only when the imagery is 
util ized solely for interpretat ion. For 
metric applications the distorti ons must be 
reduced to a value which is below the limit 
of resolution, which can only be achieved 
with a high cost. 

3. Develop suitable analytical and/or 
analogue procedures for the restitution of 
dynamic imagery. Although in this case it is 
impossible to achieve a strict solution, 
nevertheless the geometric fidelity can be 
greatly improved through such means. 

Serious effort~ are being made in this 
direction at the Department of Surveying 
Engineering, University of New Brunswick 
{Derenyi, 1971]. 

The geometric fidelity of remote sensor 
[magertes presently available is demonstrated 
by the followtng test: tdentical points were 
selected on aerial photographs and two strips 
of [nfrared scanner imagery covering the same 
terrain. The coordinates of all image points 
were measured in a comparator and ground 
coordinates were deduced analytically. lt 
should be noted that the effect of the paner
amie d[stortion was also cprrected. Coordin
ates computed from the two tR images were then 
compared with those orîginating from the 
aerial photographs and with each other. Table 
llf 1 ists the maximum, average and the root
mean-square (RMS) point errors obtained. All 
values are given first in meters and then in 
mil 1 ( 0 /oo) of the flying height (1500 m). 
The scanner in question was roll compensated. 

TABLE 111 

Point Photo-lRl Photo-lR2 1Rl-lR2 
Errer m o/oo h m o/oo h m o/oo h 

Max. +66. 1 +43. 1 +41. 7 +27. 7 -33.2. -22. 1 

Ave. +11 .5 - 7,7 + 8.5 + 5.5 - 1. 5 - 1.0 

RMS ±17.7 ±11 .8 ±13.4 ± 8.9 ± 7.9 ± 5-3 

A comparison of these values with those pre
sented in Table 11 indicate that discrepancies 
can mainly be attr[buted to the uncorrected 
effect of the changing exterior orientation of 
the sensor. A perfectly straight and level 
fl [ght, wtthout velocity and height variations 
was assumed in the absence of any pertinent 
informatîon. lt is also apparent that the 
point errors are significantly larger than the 
resolution limit of the sensor. 

CONCLUSIONS 

The results of theoretical investigations and 
of tests conducted on real imagery indicate 
that, from a geometric point of view, the per
formance of unconventional image forming 
sensors is inferior to that of present day 
camera systems. Furthermore, the sources of 
distortions are rather complex and not yet 
thoroughly investigated. Unconventional 
aerial imageries must therefore be employed 
with these limitations kept in mind. At the 
same time one must strive for improved instru
mentation and image restitution techniques in 
order that the unique potentials of these 
sensors may be fully utîlized. 
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THE INTERPRETATION OF ARCTIC IMAGERY 

I.H.S. Henderson and R.J. Brown 
Defence Research Establislnnent Ottawa 
and 
W.A. Young 
Litton Systems (Canada) Ltd. 

INTRODUCTION 

Two aspects of problems encountered in the 
interpretation of remotely sensed Arctic 
imagery have been examined. These are the 
environmental factors leading to degradation 
of imagery and a review of machine techniques 
which could aid in the processing of imagery. 

Literature surveys in both areas have shown 
gaps in our knowledge and have resulted in 
specific suggestions for further work. These 
are discussed in the paper. 

The vastness of the Canadian Arctic, the 
absence of a large and permanent population 
and, above all, the absence of sunlight for a 
very large proportion of the year in the h~gh 
Arctic, render very difficult searches for 
parties in distress and the gathering of 
information for maintenance of corttrol. 
Remote sensing from aircraft or satellite 
affords one means for carrying out search, 
surveillance and reconnaissance in the Arctic. 
However, widespread and effective use of 
remote sensing awaits more complete 
understanding of the potentials and 
limitations of sensors and sensing. 

We have recently completed two literature 
surveys designed to provide partial answers 
to the questions, "What sensors can be used 
and for what proportion of the time?", and 
secondly, "What techniques using machines 
would speed up or facilitate the 
interpretation of sensed data?". The first 
question is important because the Canadian 
Forces require an ability to obtain 
information and carry out searches in 
virtually all weather and light conditions or 
in the presence of cloud cover. This implies, 
in general, a necessity for sensing or imaging 
in the non-visible portions of the 
electromagnetic spectrum. 

The var i ety of sensor systems can provide 
complementary views of the terrain by virtue 
of diverse spectral sensitivities and imaging 
geometries. However, the disturbing 
character istics c f tèe atmosphere, and the 
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radiometric properties of the terrain differ 
significantly in visible, infrared, and 
microwave spectral regions. Each sensor 
system requires specialized interpretive 
procedures, and knowledge of its unique 
characteristics. 

ATMOSPHERIC ATTENUATION AND INTERPRETATION 

The principal modes of atmospheric attenuation 
are absorption and scattering. Absorption 
influences electromagnetic wave propagation 
very little in the visible and near-visible 
region (O.3 to l.Oµm) or in the microwave 
region (beyond 1.35cm). However, in the 
intervening range, absorption plays a major 
role. From about 1 to 15µm there are several 
strong absorption bands, the main "windows" 
for remote sensing purposes being from 3 to 
Sµm and 8 to 14µm. There is very little 
transmission from 15 to lOOOµm, and some 
transmission from lOOOµm to 1.35cm. 

The effective width of a transmission window 
is very sensitive to the concentrations of the 
absorbing species whose presence defines the 
extremities of the window. This has important 
implications in the determination of 
temperature by remote use of infrared 
radiometry or line scanner techniques. 
Temperature measurements can be seriously in 
errer when there is a variable amount of water 
vapeur or carbon dioxide between sensor and 
target, these two absorbers being those which 
define the limits of the 8 to 14µm window. 

The attenuation by atmospheric scattering may 
be summarized by the statement that microwave 
radiation penetrates clouds, infrared 
penetrates haze but not clouds whereas vis ible 
radiation penetrates neither. As a general 
rule of thumb, atmospheric scattering i s 
maximum when the radii of the scatterers are 
of the same order o f magnitude as the 
wavelength of the propagating rad i ation. 
Ideally, one would like to determine the 
atmospher.ic conditions dur i ng t he sensing 
mission and compute t he eff ect s on t he sensor . 
However, because of t he magni t ude of the 
computational task and t he lack of deta i led 
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knowledge of absorption line shape it is in 
many cases not practical to calculate exactly 
the effects of the atmosphere on propagating 
radiation. Such a computation is further 
complicated by the constantly changing 
atmospheric temperature and water vapeur 
profiles. Thus, for the indefinite future, 
it will be necessary to establish the 
correction parameters experimentally from a 
comparison of remotely sensed data with those 
determined locally by ground truthing, 
together with corrections for the atmospheric 
conditions prevailing at the time of 
measurement. 

A number of definite gaps in available 
information may be cited. In some Arctic 
locations there is very little information on 
such common factors as temperature, 
precipitation, wind, solar and long wave 
radiation (inward and outward radiation), type 
and proportion of cloud cover, fog, 
visibility, concentrations of ozone and carbon 
dioxide, how the air temperature varies from 
year to year with changes in the incoming 
radiation, the relative contributions to the 
atmospheric moisture content by evaporation 
from open leads and by sublimation of snow 
and on the formation and persistence of 
temperature inversions over the ice cap. 
Insufficient experimental work has been 
carried out on transmission, emission, and 
backscatter of infrared radiation under cold 
weather conditions, including the effects of 
winter fog, snow and ice crystals. In fact, 
even in the temperate regions, very little 
has been done to measure the backscattering 
coefficient in the infrared. Further study of 
rapid variations in the refractive index of 
water droplets with wavelength in the 8 to 
14µm region is required to provide an under
standing of the transmission of infrared, and 
particularly laser radiation through aerosols, 
and for the development of a model for 
atmospheric scattering and absorption under 
Arctic conditions. 

The reflection characteristics of snow and 
ice under a variety of weathering conditions 
have not been sufficiently investigated nor 
have there been adequate determinations of the 
thermal contrast one may expect between a 
target and its background after radiation has 
traversed a given· path through the atmosphere 
under given met~orological conditions. Most 
of the transmission studies have been on the 
attenuation of a beam of infrared radiation 
under these conditions rather than on target 
contrast. In relation to this, little 
quantitative information exists on the 
reduction of surface contrast with surface 
wind speed and the rate of dissipation of a 
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given temperature gradient at a given ambient 
temperature under various wind conditions and 
the pronounced variations in spectral 
signatures which result from both diurnal and 
seasonal changes. Finally, data are lacking 
on the amount of attenuation one would expect 
for an electromagnetic beam, at microwave and 
infrared frequencies, propagating through 
falling and blowing snow. 

PATTERN RECOGNITION 

The other factors of importance, in Arctic 
reconnaissance, namely the enormous .area to be 
sensed and the sparsity of search support from 
ground personnel, must result in the 
accumulation of far more sensed data and . 
imagery than can possibly be adequately or 
usefully examined by a limited number of 
trained interpreters. Thus, there is a 
requirement for methods of discarding most of 
the redundant information so that observers 
can derive information while it is still 
useful, for example, intime to make it 
worthwhile to send in rescue parties following 
location, on imagery, of a downed aircraft. 

The human photointerpreter is the vital key to 
all aerial reconnaissance tasks at the present 
time and will be for the foreseeable future. 
Although many advances are evident in machine 
data processing, the human interpreter has not 
been superseded. The interpreter employs 
trial and error, intuition, logical deduction, 
and a wealth of background experience and 
knowledge in the achievement of his task. 
Interpretation is based, in part, on features 
not resident in the picture, and also upon the 
viewer's purpose. Many pattern recognition 
studies of relevance to aerial reconnaissance 
problems have been reported in the literature, 
and a conclusion typical of most of them is 
that "the method shows great promise". 
However, an operationally workable system 
remains to be demonstrated. Satisfactory 
procedures have been developed only for 
simplified restricted problems, and suffer 
from many limitations. It is evident that the 
significant features have not been clearly 
defined, the important relationships are 
poorly understood, and the available remote 
sensing data base is inadequate. 

One of the major limitations of automatic 
spatial pattern recognition is sensor 
capability. This is particularly true in the 
Canadian Arctic where winter darkness, low sun 
angle and cloud cover preclude good 
photography during much of the year. Thus it 
is necessary to rely on the infrared line 
scanner, sideways looking airborne radar and 
low light level T . V., all of which provide 



less spatial resolution than photographs. 
Furthermore, since some of these sensors 
image in normally non-visible portions of the 
electromagnetic spectrum, intensive efforts 
to provide acceptable ground truth are 
necessary. 

Ideally, a man/machine system concept should 
be adopted in which the pattern recognition 
and data processing functions are performed 
by the system element which is best suited to 
the task. The human becomes the pattern 
recognizer. The machine is the data 
processor, which performs all data handling 
and image processing tasks except direct 
pattern recognition. The machine should 
provide preprocessing of all available 
support data which the interpreter demands, 
and should display it in the most easily 
assimilated and interpreted form. 
Preprocessing attempts to modify the transfer 
function of the data retrieval system to 
compensate for the effects of system noise, 
distortion, blurring, etc., and for 
environmental effects of atmosphere~ 
illumination, terrain structures, etc. Non
restorative preprocessing is also employed to 
remove irrelevant and redundant information 
or to enhance edges, contours, and gradients 
by a "non-realistic" transformation. 
Preprocessing is not generally selective 
against uninteresting abjects and often 
generates artifacts which require perceptive 
interpretation. Conversely, all data derived 
from the imagery by the human should be input 
to the computer through the on-line hardware 
which be operates in the performance of bis 
interpretive task. Other machine assists 
could be the storage and retrieval of 
information, semi-automatic entry of mission 
flight data, mensuration and computation (of 
abject size, height, ground position, distance 
between abjects, etc.), rectification, 
reorientation, plotting, and compilation and 
print-out of formatted reports. 

The central and most difficult problem in 
pattern recognition is that of feature 
extraction from a background of irrelevant 
detail. This process must precede 
recognition. An ideal feature extraction 
would be independent of noise and limited 
variations in abject size, orientation, 
contrast and topological deformation. In the 
past, feature extraction systems have had most 
success in the field of character recognition, 
limited success in target acquisition systems 
and less success in other areas. There is 
currently no unique feature selection 
technique applicable to all pattern 
recognition problems, and no general theory to 
guide the choice of relevant features. These 

features are generally tested for 
effectiveness in terms of their contribution 
to the probability of correct recognition or 
in terms of a specified selection criterion, 
the choice of which may be empirical. 

Gestalt approaches to pattern recognition 
treat patterns as unified organized entities, 
and assume that analysis into characteristic 
elemental features destroys the pattern. 
Mask matching techniques and its variants, 
which include optical matched filtering, fall 
into this class, and are highly sensitive to 
abject size, orientation, and shape, and also 
to translation of the correlation filter. 
Even though techniques are available to 
circumvent scale and orientation sensitivity, 
mask matching offers little prospect of 
direct utility to pattern recognition 
problems in Arctic reconnaissance because the 
interesting patterns lack the required 
uniformity. 

Time represents a very powerful and valuable 
dimension in which to discriminate and 
identify patterns. Change detection is very 
difficult to automate, however, because time
displaced imagery usually cannot be placed in 
registration, and point-by-point comparison 
cannot be employed. Sophisticated pattern 
recognition techniques are required to effect 
a spatial correlation of equivalent image 
elements in the two images before detailed 
changed detection can be implemented. 

There is no simple solution to any of the 
Arctic reconnaissance and surveillance 
problems using pattern recognition, 
particularly in areas such as the detection 
of men in distress, small~scale camps and 
human activities, etc. However, deliberate 
attempts to be C'onspicuous to a known pattern 
recognition system by parties in distress 
greatly enhance their chances of detection. 

We recommend that pattern recognition studies 
be concentrated, at least for the present, in 
the areas of preprocessing or image 
enhancement, spectral discrimination of 
targets, discrete target detection and 
identification, and change detection. 

In conclusion, we make a plea for an 
improvement in one aspect of the 
interpretation problem that does not form 
part of our review. Avery important 
component of remote sensing datais accurate 
positional information, effectively annotated 
by computer or otherwise to the data. Data 
or imagery often lose much of their usefulness 
through lack of an accurate navigational fix 
at the time of data acquisition. It must be 
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recognized that navigational equipment 
employed on reconnaissance missions is often 
inadequate to provide the required accuracy. 
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CAN WE TEACH COMPUTERS 

TO SEE? 

T. Kasvand, 
Control Systems- Laboratory, 
National Research Council of Canada, 
Ottawa, Ontario. 

ABSTRACT: 

The number of pictures obtained by 
satellites, from aerial photography, from 
bubble chambers, microscopes and so on is 
nearly unlimi ted. Ideally we would like 
this picture data to be analysed by 
computers. 

On specific but limited problems fair 
success has been achieved. Thus, bubble 
chamber pictures are processed in large 
numbers, several types of micro-biological 
objects are recognized by computers, 
attempts have been made to classify finger
prints, to recognize objects on aerial 
photographs, etc. 

By pooling the experience gained from 
successes as well as failures, the author 
tries to outline the ·requirements for a 
fairly general pattern recognition system 
which can be taught to recognize given 
abjects in the pictures. 

INTRODUCTION - WHAT IS THE PROBLEM 

The question raised, i.e. can we teach 
computers to see, raises many additional 
questions. Seeing tous is a perfectly 
natural everyday activity that we take for 
granted. However, the ability to see is 
not in the eyes, nor is the old proverb 
correct which states that 11 beauty is in the 
eyes of the beholder". Seeing is a very 
complicated information processing task 
which we have acquired during hundreds of 
millions of years of competitive existence. 
Attempts to solve similar i nformation 
processing problems by using computer 
equipment is called pattern recognition. 
The computers are used for their logic 
capabilities and consequently serious 
pat tern recognition pr oblems could not be 
i nvestigated until computers became freely 
available. This trend seems to be 
reversing now, huge amounts of computer 
equipment is idling, but every microsecond 
ut ilized has to be paid for. Si nce t he 
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solution to a pattern recognition problem 
cannot be found in a handbook, nor is there 
a set of ready-made formulas to be exploited, 
large amounts of computer time may be 
required just to determine the nature of the 
problem. Computers are by no means ideal 
for pattern recognition tasks, but they are 
the best we have at present. 

At this point it might be suitable to 
include a few anatomiçal facts about our 
"hardware" fog" seeingl 1 J. In our eyes we 
have about 10 light sensitive rods and cones 
(i.e. photocells). The output from these is 
"collected11 (in the sense of logical 
operatiogs) and transmitted to the brain via 
about 10 transmission paths (along the two 
opt~c nerves). In the brain there are some 
10 active element~ or ne~rons, which 
communicate with 10 to 10 others. The 
transmission speed along the 11 wires" 
(called axons and dendrites) which inter
connect the active elements (neurons) varies 
between 1 m/sec to 300 m/sec. The entire 
system opera tes in parallel wi th a II cycle 
time" in the order of 0.3 sec. We know 
practically nothing about the details of how 
the information is processed in the brain. 
The knowledge we have is on the 11 speculative 
systems philosophy" level and will be 
mentioned f'urther on for comparative purposes. 

Pattern recognition is a very general name 
for methods of extracting usef'ul i nformation 
from pictorial rœ.terial. The word picture 
may stand for a printed page, a roll of paper 
from a cash register, a medical x-ray, a 
picture taken through a microscope, an aerial 
or satellite photograph etc. The number of 
possible pictures to which pattern 
recognition techniques may be applied is very 
large. It is not certain that the useful 
i nformation can be extracted from the 
picture using our present knowhow. However, 
without trying and without adequate equipment 
one cannot make the necessary experiments 
since the present pat tern recognition 
11 theory" is i nadequate t o deal wi th practical 
problems. 
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The fundamental difference between the 
usual data processing or information 
retrieval and extraction of information 
from a picture (i.e. pattern recognition) 
is the nearly total absence of control over 
the 11data base 11 • It is meaningless to 
think about elaborate coding schemes or 
input data files, since they simply do not 
exist in a picture. The i nput information 
from which the processing has to start is 
the picture itself and any attempt to force 
a data structure onto the picture is an 
admission of failure at the start. 

In certain very restricted cases it is 
feasible to force a data structure onto the 
picture. The best examples are commercial 
mark sense, magnetic ink and optical 
character readers. They work well only when 
the specifications regarding character size, 
shape, thickness, tilt, position and 
contrast relative to the paper are according 
to specification. However, on a microscope 
slide we cannot ask the bacteria to line 
themselves up like soidiers and to present 
their 11 best face" forwards so t hat some 
elementary technique can count or classify 
them. Nor can we expect all farmers to 
make all their fields of the same size and 
shape and lay t hem out relative to some 
well-defined reference marks (and perhaps 
even put a code in the top left corner of 
each field identifying t he crop type) so 
t hat a machine extracting t he data from 
aerial photographs can use simple logic. 

To continue t he exemple of t he aerial 
photographs and t he farmers, t here is of 
course a certain amount of control over t he 
pictures and nruch additional i nformat ion 
available. Thus, t he position and elevation 
where t he pict ure was taken is known , the 
spectral range, t he sun angle, the atmos
pheric condit ions, t he t ime of day , the 
general layout of the area (map), e t c. are 
all known . I n the mechanical analysis of 
the pi cture, some or all of t his additional 
i nfo rmat ion may have t o be i ncl uded t o 
allow unique decisions t o be made. 

It is well known t hat when one i s asked a 
definite quest i on f or which one has t o f i nd 
the answer in a picture, the person 1s 
search stragedy varies according t o what 
information is wanted . The search 
procedures are based on experiences and 
context as to what to look for to answer 
the question (2) . It may be difficult to 
believe that our own excellence in pattern 
recognition is largely based on context and 
experience but , when during experiments t he 
dat ais presented out of cont ext , our own 
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ability to recognize approaches or even 
sink below that of a simple algorithm. 
Furthermore, pictures do not necessarily 
contain the explicit information we claim we 
can extract from them. 

Even though attempts are made, we are by no 
means sure how to program context and 
experience in a useful manner. However, an 
easy way to introduce context is to involve 
the human operator in the automatic pattern 
recognition system and let him decide what to 
do when the computer gets into difficulties. 
The amount of information in the picture is 
very large from the information theory point 
of view. The actual information which we 
want is very mu.ch less and will vary 
depending on what is wanted. 

PRESENT APPROACH TO PATTERN 
RECOGNI TION PROB1™S 

The present approaches to pattern 
recognition problems might be best 
characterized as cautious. The initial hopes 
of solving such problems did not materialize. 
The problems are more difficult than were 
initially expected, or perhaps more correctly 
stated, the initial very simple algorithms 
could not be extended and generalized. The 
number of different approaches or algorithms 
is about as large as the number of persons 
who have tried to solve these problems. 

The 11 classical11 pattern recognition theory 
defines the problem as consist i ng of t hree or 
four separate sub-problems. These ar e called: 
a) Pict ure scanning to convert the pict ures 
i nto a comput er-readi ble form. 
b) Preprocessing, which does somethi ng t o the 
picture t o make the next s t ep easier. 
c) Feat ure extract ion or extract ion of 
cert ain measures on the ohject s in the picture . 
d ) Classification or r ecogni tion of the 
object s, based on the measures obtained in 
s tep c. 
This breakdown is, of course, r ather general, 
but only for step d, i.e. the cl assification , 
does ther e exist a theory . The classification 
s t ep is i mportant but it is a relatively 
minor subproblem. Furthermore , t he pattern 
r ecognition problem is far more subtle t han 
the above breakdown i ndicates , since it is a 
closed-l oop pr ocess i nvolving both learni ng 
and hypothesis testing. 

To produce a successful application of 
pattern recognition at present requires a 
compromise by either dividing up t he problem 
between an operator and a machi ne or by 
simplifying t he problem to a level suit able 
for t he machi ne aJ.one . 



The simplification is carried to an 
extreme in the magnetic ink and optical 
character recognition machines. Similar, 
but not so restrictive simplifications are 
possible in many other cases where control 
exists over the contents and quality of 
the picture (3). Wi th careful sample 
preparation, photographing and picture 
selection many biological and other types 
of problems can be solved (4,5). 

However, picture quali ty cannot always be 
maintained in production runs or the data 
from the less than perfect pictures is 
sooner or later wanted. The relatively 
elementary processing procedures cannot 
handle these cases. Additional logic may 
be added to the programs, but this only 
moves the problem one step further back 
where attempts will be made to relax the 
quali ty specification even further. This 
procedure, it would appear, could be 
iterated a sufficient number of times to 
produce the desired solution. In practice 
such a 11 cut-and-try11 procedure does not 
converge beyond a few rounds of modifi
cations. In fact it starts to diverge 
producing worse results than the original 
simple logic did since it is ·not possible 
to comprehend all the combinations of logic 
and input picture data. 

A rather sophisticated set of logic 
statements will have to be arranged in 
some kind of hierarchy, preferably starting 
with the simple (and fast) logic, and when 
this fails, the machine falls back on to 
more and more complicated (and slower) 
logic rather than giving up. Such a 
procedure has been found to give good 
results in practice, but it depends on the 
ability of the logic to detect that it has 
failed(3). This is not always the case. 

At present · many (but not all) pattern 
recognition problems can be solved by 
using a man-machine system .(17). The 
automatic part of the system shouid be ~ble 
to extract about 85 to 95% of the wanted 
information from pictures, if they match 
the quality specifications upon which the 
programs are based. If higher ac~uracy is 
wanted, the system will have to display its 
results to the operator and- ask advice and 
demand correction or verification of the 
datait has extracted. The rules for man
machine interaction will vary from problem 
to problem. In general they may be 
characterized by the following phrases: 

"Hello operator, I got troubles here , 
help me out! 11 

"Hello operator, this is what I found, 
are you happy? 11 

For further details seè ref. 6. 

The 85 to 95% recognition accuracy should 
not be interpreted as a nrust. Very useful 
picture processing systems can be constructed 
where the operator does most or all of the 
11recognizing11 and the machine carries out 
the measurements, the bookkeeping and 
sometimes collects data for 11 learning11 

programs (7,8,9). 

A GENERAL SOLUTION (10) 

A time invariant picture may be defined as 
a two-dimensional function (i) of its two 
spatial coordinates x and y, i.e. 

i = f(x,y) (1) 
where i is the illumination or transparency 
and x and y are arbitrary coordinates 
assigned to the picture. The function i may 
be assumed to represent gray levels only, 
since each spectral range may be analysed 
separately. Colours actually help rather 
than hinder . Normally all the variables are 
quantized into finite ranges, giving the 
so-called picture matrix 

i6 = f(x6, yi) (2) 
which is stored in the computer. It is 
best to assume that no additional data 
besides i or i~ is available about the 
picture to prevent the temptation of 
constructing specific algorithms which 
cannot be generalized later. 

Of course, now the question arises: What 
can be computed from equations (1) or (2)? 
In principle, any kind of mathematical 
operation may be applied, but one has to ask 
what purpose such a procedure is to serve. 
If the spatial gray level frequencies are of 
interest, these can be obtained from a two
dimensional Fourier transform or from 
holographie techniques. If gray level 
statistics are needed, a histogram will do, 
cross- and auto- correlations may be computed 
etc. Such techniques, however, treat the 
picture as a unit and tend to lose the 
individual characteristics of the abjects in 
the picture. It is the individual abjects 
in the picture that have to be located and 
identified. Consequently any procedure which 
tends to ignore the individual abjects or 
abject pieces and their interrelationships is 
of limited use in pattern recognition. 

Standard pattern recognition procedures 
require an abject to be isolated before 
recognition is attempted. Isolation is 
accomplished by contour following or by 

559 



segmentation algorithms developed for 
specific pattern recognition problems. 
After the object or a part of it has been 
isolated it is normalized in size, and 
possibly put into a standard position and 
orientation, before being presented te a 
classification algorithm. 

A picture normally contains a number of 
objects of varying gray levels, different 
sizes and shapes, in arbitrary positions 
and orientation. If, in addition, the 
objects touch or overlap, the nurnber of 
possible combinations becornes toc large to 
handle with specific separation algorithms. 
It appears as if one haste know which 
object one is dealing wi th before i t can be 
separated from the others. Of course, if 
the object is known, its recognition is no 
longer needed. The problem appears to 
become completely intractable if the 
objects to be recognized are net known at 
the tirne of programrning of these procedures. 

Before attempting to define what should be 
computed from the picture, one has to know 
what transformations an object in the 
picture may undergo without necessarily 
becorning another object. Clearly an 
object rnay be of varying size and differ 
in i ts gray level, i t may be anywhere in 
the picture (translated) it may be 
rotated and it may be distorted to a certain 
extent. Besides these variations, the 
object may be partially obscured by other 
objects, it may appear as a rnirror image 
of itself, it may have noise, obscuring 
lines, shadows and texture on its surface, 
it may even be broken into pieces, etc. It 
is meaningless te hope te store all the 
possible versions of an object in the 
computer. Only one or a few descriptions 
of the 11 ideal11 version of the object 
could be stored. It is more meaningful 
or logical te store descriptions of pieces 
of objects only. Syrnbolically, we may 
express the transformations as follows: 

Oi = DRSGOn + T (3) 
where G represents the scaling of gray 
levels, Sis related te the variation of 
the size of the abject, R represents 
rotation or orientation and D stands for 
distortion. on is tbe objectas seen in 
the picture, while 01 is i ts 11ideal11 

version. The variations in the object 
caused by noise , texture , etc. are net 
included in equation (3). More about this 
later. 

In general, i t can also be assumed that an 
object in the picture consists of a certain 
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nurnber of pieces or atoms which are in 
certain positional relationships with 
respect te each other. At least sorne of 
the atoms are "visible" at any given 
instant. Obviously, if no part of an object 
is visible in the picture, it mayas well be 
assurned that the object is net present. 
Symbolically expressed, 

0 = a1, ¾ •••~•••an (4) 
where O = an object 

~= k-th atom of the object. 

The atoms a1, ¾' ••• a have certain 
positional, size and orÎentation relation
ships among each other. Consequently, 
equation (4) should net sirnply be inter
preted as a subset of atoms a

1
, ¾ ••• 8m, 

where m > n. 

We are accustorned to talking about "ide al 11 

atoms, but these are never observed. vfuat 
actually is seen in the pictures is a 
11non-ideal 11 version of the atom. The. 
relationship between the ideal atom (a1

) 

and its non-ideal version (an) may be 
expressed as 

ai = DR S Gan+ T (5) 
where, as above: 

G = scaling for gray levels 
S = size transformation 
R = rotation transformations (orienta

tion) 
D = change due te distortion 
T = translation from an unknown position 

te a known position. 
On the picture we can only hope te loçate 
an and from it compute a version of a1 , 

before any comparison or recognition is 
attempted. However, the operations D, R, s, 
Gare unknown, and we do net know where the 
atom is located, i.e. T is unknown. 
Equation (5) may, in principle, be inverted 
and any 11 seen11 version of the atom computed , 
but attemEts t~1try_5f-11 possible combinations 
of n-1, R , S , G and T for every area 
found in the picture fails due te excessive 
computational requirements. 

The problem takes on a different character 
if the computer representation of the seen 
atom (an) is constructed in terras of 
variables for which we know the effects of 
D, R, s, G, "!ri-thout having to know which 
ideal atom a1 it resembles most . In other 
words, with proper selection of atom 
representation, it should be possible te 
norrnalize the atom before its recognition. 
Thus , the area in the picture which is te 
represent an atomiste be found before 
attempting recognition, and the atom haste 
be described in terrns in which the effects 



of D, R, s, G, Tare either known or can be 
ignored. The variables in terms of which 
an atom is described will be called "point 
features". The atom will be located by 
using a so-called T f'unction. For 
simplicity, the discussion will be limited 
to gray level pictures containing 
essentially two-dimensional abjects. 

The "Point Features" 

According to requirements defined above, 
the point features will have to be computed 
from the picture without knowing anything 
about picture contents and they will have 
to possess known relationships to the DR 
S Gand T transformations. 

The conditions placed on the entities to be 
computed from the pictur e (the point 
features) do not define them uniquely. 
In previous papers (10,11) it has been 
argued that the contour of an object and 
the curvature of the contour are the 
primary point features. The contours of 
abjects in the picture are obtained by 
differentiating the picture f'unction, 
smoothing the results and by finding the 
local maxima of a function of the various 
spatial derivatives. For discussions of 
this problem see (12). The curvature is 
computed as the change of direction of the 
contour over unit length of contour. 

Difficulties in computing the point 
features may easily be encountered in noisy 
pictures and the computations tend to be 
very time consuming without special hard
ware, but they can be done. The resultant 
point features have known relationships to 
the transformations and the first objective 
or step in recognizing the abjects has been 
accompli shed. 

It is interesting to note that one set of 
logical operators in the eye detects short 
line sections of given slope (13). There 
are also gradient operators. The author 
has not encountered any information relating 
to general curvature detectors. However, a 
contour may be approximated by straight 
line sections and the curvature may be 
computed (if needed) from sequential 
sections. 

The r Function 

Even though the ppint features are necessary, 
they are not sufficient . This becomes clear 
from the following considerations. 

The abjects in the picture can be in any 
position and orientation, of any size, etc. 
How is one to 11pin down" an abject or a part 
of an object under these conditions? 
Jothing is known about the location, 
orientation etc. of the abjects. However, 
some form of object description is needed 
before any kind of comparison becomes 
possible with stored information in the 
computer. 

This is a very real problem which is 
normally circumvented by various methods. 
In optical character recognition, for 
example, the size, position, orientation 
etc. of the letters is predefined within 
very narrow tolerances which nru.st not be 
violated if successf'ul results are even 
hoped for. Jone of these machines can read 
the characters as they appear in a bowl of 
alphabet soup. 

However, the more realistic problems are of 
the alphabet soup variety, i.e. the abjects 
are in random locations and orientations, 
etc. A nru.ch milder, but still quite 
restrictive condition is now introduced. 
The abjects in t he picture are assumed or 
required to be separated from each other and 
also preferably well contrasting against the 
background. Under these conditions various 
contour following or 11 boxing in" operations 
become feasible. The abjects are now 
11 pinned down" allowing various rotation, 
normalization etc. techniques to be used to 
force them into some "standard" form. After 
this operation the 11 classical 11 pattern 
recognition techniques, like feature 
extraction, decision space formation etc. 
become applicable. 

Thus, the second problem is to find regions 
in the picture where abjects or abject 
fragments (atoms) might be located. This is 
accomplished by defining a f'unction (the T 

function) whose local extrema can be 
computed without needing to know what the 
picture contains. 

The purpose of the T f'unction is to locate 
atoms in the picture, since the abjects will 
have to be located and if need be fragmented 
into atoms before any recognition should be 
attempted. The T function is used to define 
an area ~ (over the abject) which is to be 
called an atom and it has t o locate a point 
e(x,y) which is to serve as the origin for a 
co-ordinate system in which a description of 
this area is formed. 
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Symbolically expressed 
e(x ,Y) local extremum of 

0 0 
[ T ( p ( x, y ) ) ] ove r x, y ( 6 ) 

where e(x, y)= the centre or focal point 
0 0 of the atom 

p(x,y) = point features 
The area ~ is bounded by a curve w(x,y) 
such that the point features inside ~, or 
functions computed on the point features, 
exhibit an extremum property or a lirnit. 
0bviously, the translation T has now become 
known. 

To illustrate the idea, assume that 

T = distance to closest contour (7) 

This definition of T fragments objects with 
clearly defined boundaries, without surface 
texture and noise. Thus, by computing the 
distance to the closest contours (T(x,y)) 
over the entire picture, we immediately 
see that 

e(x
0

,y
0

) = local max T(x,y) (8) 
x,y 

gives points (x ,Y) at the local peaks. 
The boundary w(~,Y~ for the neighbourhood 
~ is given by the bounding contours 
(distance= 0) and the location of 
min (T(x,y)) if no contour exists. Several 
other types of T functions are described i n 
Reference 10. 

The most critical aspect of the T function 
is not its mathematical form, but the 
requirement that it has to fragment the 
objects in the sarne way, irrespective of 
how the objects are orientated and 
irrespective of their size and position. 
It should not be too sensitive to minor 
distortions and noise and it should be 
independent of the nurnber of objects in the 
picture. It does not matter if many 
different additional atoms are formed by the 
inter-object spaces, provided that the atoms 
of an object remain relatively invariant. 
The absolute minimum requirement is that at 
least one atom of each object can be 
located, normali zed and later identified 
irrespective of 11what has happened" to the 
object. 

There is a possibility that such a me chanism 
exists in the visual system. The so-called 
fixation experiments (14) have shown that 
obj ects looked at 11fall i nto pieces" where 
the pieces are logical building blocks out 
of which the object in question may be 
constructed. It is nota stationary 
process but fluctuates apparently randomly , 
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some pieces vanish, others become visible, 
new types of pieces and combinations are 
formed, etc. The phenomenon is not visible 
without experimental aids. It may be that 
the sarne mechanisrn is in action when one 
stares for example at a checker board, where 
various squares tend to form into different 
patterns. 

It appears as if the visual system is 
forrning various tentative descriptions of 
areas in the picture where a more or less 
"coherent" description can be obtained. 
These "coherent descriptions" we presumably 
have seen before or remembered in one way or 
another. It is an open question whether a 
fragment is noticed during these experiments 
which has never been seen before. The next 
stage in the automatic processing is to form 
"coherent" descriptions of neighbourhoods in 
the picture. 

Atom Description 

The T function has defined an ar ea ~ over the 
picture, bounded it by w(x,y), and has given 
a point e(x,y). It now remains to construct 
an easily manipulable representation of the 
atom. Many different representations are, 
of course, possible, see Reference 10. The 
following one has been extensively studied, 
it is used in the prograrns and has been 
found to give acceptable results. 

At e(x ,Y) place the origin of a polar co
ordinaÎe ~ystem (r, 9). In each e direction 
9 . we find at least one contour at distance 

J 
r. unless r. is lirnited to a maxinrum value, 
o~ the edgeJof the picture is encow1tered. 
At the contour all the point features are 
available. Along the radius r, from zero to 
rj we have a set of gray levels i(x,y). 

A simplified version of the atom, used in the 
present prograrns , consists of the following 
table: 

x
0

, y
0 

= location of atom given by (9) 
e(x,y) 

8 ,r, Jg j, cp , c = a 5 tuplet of nurnbers 
giving the angual directions e and the 
radii r (to the contour i n the polar 
co-ordinate system), the magnitudes of 
the illumination gradients [gl , their 
angles ·cp and the cu::zatures of the 
contours c. 8 = 0, 15°, ••• 345° 
at present . 

The size of the atom is now defined as the 
average (r) of the radial directions r . 
0bviously all the radii can now be scaled by r, 



and the curvatures c by 1/r. The gradient 
may likewise be scaled by the average 
gradient lgl• Thus , the gray level trans
form G anct the size transform S have been 
compensated for. Partial compensation for 
distortion (D) is obtained from the relative 
insensitivity of the location of the 
extrenrum (x, y). However, given enough 
distortion, 0 one0 atom can be changed to 
another atom. Thus , the effect of the 
distortion should be considered during atom 
recognition where the seen atom is compared 
to a list of 11 ideal11 atoms. The effect of 
rotation n is directly available in e and~• 
At present the atom is not normalized for 
rotation. 

Ob~ect Learning and Recognition 

To summ.arize, the point features can be 
computed without any knowledge of picture 
contents. Based on the point features, it 
is possible to define functions (T) which 
can fragment complicated objects into atoms 
without the need to know what the picture 
contains. For each of the unknown atoms a 
description can be formed and normalized 
after which recognition of the atom is 
attempted. It may be preferable to try to 
formulate atoms which are recognizable by 
human as being certain parts of objects, 
but this .is not a necessary condition. 

Nowa -very interesting set of both 
programming and philosophical problems 
has arisen. However, before dwelling more 
deeply into these problems a simple abject 
lear.~ing procedure is outlined which has 
been prograrnmed and found to give rather 
interesting results. 

The necessary and sufficient conditions for 
the outlined procedure to work are best 
illustrated by a highly simplified example 
of a system which would be capable of 
learning to recognize objects. 

(1) 11 Show11 to the computer an object (0) 
on neutral background and isolated from · 
other objects. This will ensure that t he 
atoms formed all belong to the object o, 
simplifying programming for automatic 
learning. The background is not important 
if the operator teaches the machine online. 

(2) Let the object O be fragmented by the 
T algorithm and fo rm normalized atom 
descriptions(~) for each, i.e., 

0 = a 1' a2, •••, ~,•••,an 

(3) Each of the a toms a,~ are compared wi th 
the already known 11 idealft atoms in machine•s 
memory. Since the atoms were normalized, 
the comparison may simply consist of a 
distance computation (in the e, r, 1 g 1, cp, c 
space) between the memory atoms and the 
seen atoms. Thus, if the memory atoms are 
A1, ~, ••• , Aj, ••• Am' then we find for 
example that 

a
1 

= A
1 

with a reliability or 
probability p11 

a1 = ½ with a reliability or 
probability p

12 
etc., 

¾: and Aj 
The best matches between the a-s and 
are selected. Now two possibilities 
occur: 

for all 

the A-s 
can 

(i) The match is not 11 good enough 11 (i.e. ~ 
is too far from A. or p . < some lirait) in< 
which case the se~n ato~Jis a 11 new11 one and 
is stored as a new memory atom A • At 
start, ·when the machine 11knows nmiing" , all 
the sufficiently different seen atoms are 
stored as memory atoms. 

(ii) The match is acceptable. In this case 
the seen atom is 11 recognized 11 as a version of 
a memory atom. 

(4) Even if the machine found some unknown 
atoms in the object o, the object may still 
be "known" to the machine, since atom inter
relationships have to be taken into account, 
and all atoms are not of equal importance. 
Thus the atoms should be weighted according 
to their importance in separating objects in 
a given recognition problem, based on what 
the machine already 11 knows", and the best 
matching atom combination should be chosen. 

For the machine to learn to recognize the 
object o, it has to be programmed to forma 
description of the atoms and their inter
relationships. In the present programs the 
teaching stage is controlled by operator. 
There appears, however, to exist no 
unsurmountable obstacles to programming the 
machine to form 11 its own" atom inter
relationships. 

(5) For the machine to recognize the object 
o, it is sufficient that one of the atoms a

1 to a is identified correctly, and that 
ther~ exist instructions for starting a 
search from the known atoms to the other as 
yet unlocated and unidentified atoms. This 
is essentially an hypotheses testing 
procedure where, starting from the identified 
atoms, an hypothesis is formed as to what 
abjects the machine may be dealing with. 
Based on the guide-lines of h6w to proceed 
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from atom to atom, the machine can be 
programmed to verify, reject and alter its 
hypotheses. 

The above simplified system is confused by 
objects with surface texture, pictures 
containing rrmch noise, or where intentional 
11 camoflaging11 effects have been used, since 
the formation of the atom is not under the 
guidance of 11 what the machine expects to 
see", nor are alternate descriptions of the 
same area formed. Thus an additional 
11 feedback loop11 has to be introduced between 
the atom formation process and the atoms 
that the machine has already seen. These 
experiments have to wait until access to a 
larger (than 8K core) computer becomes 
possible. 

An hypothesis testing procedure is observed 
or at least assumed to be the plausible 
explanation of human behaviour when they 
are faced with recognition problems. Under 
normal circumstances there is only one 
meaningful solution to a recognition task, 
i.e. there is only one way of "seeing" the 
object. However, there are pictures which 
are ambiguous, i.e. there are two or more 
ways of interpreting the i nformation in the 
picture. These effects ar e usually called 
optical illusions (15). A person looking 
at such a picture sees either one or the 
other of the interpretations, they may 
alternate, but both interpretations are 
never seen at the same time. 

In case of brain damage, a large variety 
of interpretive defects are observed. The 
phenomena range from very subtle to rather 
gross. In the simpler cases it appears as 
if various 11 subroutine s 11 have been ruined. 
To mention a few as examples (16), a 
person may not be able to distinguish 
between M and H. lJhen asked to draw a man , 
the arms, legs, eyes, nose etc. are all 
jumbled up in the picture. Their relative 
positions are not correct. An object 
which has been 11 crossed out" by drawing a 
couple of lines across it is totally 
unre cognizable, etc. 

The philosophical aspects of object 
learni ng and recognition brings out all the 
problems of artificial i ntelligence. Such 
a discussion would become both lengthy and 
speculative . Very few actual results are 
available to serve as guide post s or mile 
s t ones towards the solution . These are 
problems which have t o be solved before we 
can elevat e the computing machines from their 
present "number crunching11 role to more 
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useful and intelligent devices. 

C0NCllJSIO ,rs 

An attempt has been made to put the past and 
present efforts in pattern recognition into 
a perspective. 

The present method of solving pattern 
recognition problems may be characterized as 
specific solutions applied to specific 
problems. If the necessary control exists 
over the contents of the picture to be 
processed, an 85 to 95% accuracy in 
recognition is feasible. Beyond this 
accuracy, or when the picture is too 
complicated for automatic analysis, the 
pattern recognition system has to include a 
human operator. The operator 1s task is to 
help the computer out when it gets into 
difficulties or to verify the results. SUch 
i nteractive programs are quite simple to 
write and require very little mental effort 
on the part of the operator. 

Pattern recognition systems which are not 
constructed as specific solutions to 
specific problems are being investigated. (18) 
Much more emphasis has to be placed on these 
systems since the specific solutions cannot 
be refined indefinitely and the pattern 
recognition problems are increasing both in 
number and complexi ty. 

The "general system" as outlined, requires a 
considerable amount of programming , but 
there are no major conceptual difficulties to 
be overcome. In practice, a myraid of 
detailed problems are encountered. However, 
without even a modest attempt at constructing 
such a system, we do not know how close we 
are to solving the really interesting 
problems in pattern recognition. 

APPE IDIX: S0ME EXPF.RŒ E1JTS WI TH THE 
11 GENERALIZED SYSTEM". 

In order to test out the proposed 11 general 11 

method, a simplified version of it was 
programmed. The experiments have been 
carried out on a small (8K) process control 
type computer connected to a controllable 
flying spot scanner. The picture can be 
resolved into about 4000 x 4000 resolution 
elements and it is treated as a read - only 
memory . 

The programs consist of three ajor part s, 
called analysis , t eaching and recognition . 
Besides these, there are display programs 
which allow the operator to interact with 



the computer and which are photographed 
for later study. 

J\.nalysis 

This section contains programs for 
computation of the point features and the 
T function. The atom is formed and 
compared with atoms in memory. 

The picture is scanned and displayed on a 
memory scope for operator purposes. The 
operator may advise the machine as to 
which part of an object he thinks is an 
atom. The approximate co-ordinates are 
passed to the T algorithm which decides 
whether the area can be called an atom. 
The operator cannot override the decision 
of the T algorithm. If an atom is found, 
its description is formed, normalized and 
compared against a list of memory atoms. 
The best match is computed and this 
memory atom is displayed for operator 
comments. If the atom was not recognized, 
(which happens at the start when the 
memory is zeroed) or the operator informs 
the machine that the recognition is not 
good enough, this atom is stored as a new 
memory atom, and is now 11perfectly 11 

recognized. If the match is acceptable, 
the atom is entered in a "list of seen 
atoms" which contains data about the 
location of the atém, its size and 
orientation with respect to the corres
ponding memor'J atom, its name, etc. This 
list is used in the subsequ.ent teaching 
process. The above procedure is repeated 
until the machine has seen a sufficient 
number of atoms in terms of which a 
complicated object can be described. With 
the help of a 11memory map" of the seen 
areas, and a limit on recognition accuracy, 
the analysis stage can be run automatically. 

Teaching 

The teaching of object inter-relationships 
is at present under operator control. In 
the first version of this program there 
are only three position operators (a) point 
to; (b) equal~ (c) logical 11 and11 • 

(a) With the pointing operation the 
machine is taught expressions of the 
type: if you see atom a at (x ,Y) go 
search for atom a2 in lodation °(x~y). 
The distance and angular direction from 
a1 to a2 is stored in terms of the size and 
orientation of a. Consequently the 
representation iJ size and rotation 
invariant. The pointing operator is 

chiefly used to guide the machine from 11 less 
important" to "more important" atoms of an 
object. 

(b) The equal operator allows us to specify 
that two objects (o1 and o

2
) are the same 

(o1 ·= o2 ) or to specify which atoms compose 
an object. 

(c) The logical "and" operator defines the 
logical and positional relationships of the 
atoms out of which a complicated object is 
composed. Thus, we may say that object 
0 = a • a • a which means that object 0 
consilts of ato~s a, a2 and a which are in 
a certain positional arrangeme~t with respect 
to each other. The machine uses the posit
ional relationships to guide itself from the 
already seen to the yet to be discovered 
atoms to verify the existence or non
existence of a given object. 

The logical 11or 11 is achieved by repeating 
11 and 11 statements. 11Negation11 is possible 
but has not been included in all programs. 
Compound statements of the form o

1 
= a

1 
• 

a2 , 0 = o1 • a are allowed, as well as the 
definition of the hierarchy levels for 
abjects. The atoms are at the lowest hier
archy. The weights for atoms and the 
"majority and" are not included at present 
due to memory limitations. 

~Jhen a sufficient number of statements about 
the object has been given the teaching is 
terminated. However, whenever the machine 
gets into difficulties during the recognition 
stage, the teaching may be continued. In 
principle, it is possible to program the 
machine to allow it to 11 teach itself11 • This 
aspect can be programmed since sufficient 
experience has been obtained, but the present 
computer system is inadequate. 

Recognition 

In the recognition part of the program the 
machine uses the above positional relation 
statements to guide itself from the already 
found atoms to atoms which the machine 
expects to find in certain positional 
relationships wi th respect to t };e found 
atoms, in order to identify all (or the 
majority of) atoms belonging to one of the 
desired abjects. 

In the beginning of a recognition experiment, 
the hierarchy of the desired objects is 
specified. The machine may be guided to a 
starting point in the picture or started from 
a random number generator. The starting 
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point is given to: the T function, which 
tries to locate an atom. If an atom cannot 
be found, a new random (or given) starting 
point is used, until an atom has been 
located. The atom description is formed, 
normalized, and the atom is compared with 
memory atoms. The best matching memory 
atom is selected. Now the machine looks 
in its list of language statements to 
decide what to do next . If a statement 
exists involving the found atom it will 
"look for" the connected atom. This 
process continues until one of the desired 
objects is recognized or the machine has 
exhausted all its language statements. 

Comment 

The system is working and is being taught 
various practical pattern recognition 
problems. In one of the first experiments, 
the machine was taught to recognize nerve
fiber cross-sections, see Reference 4. 
This it performed adequately. When 
watching the machine during a recognition 
experiment, one gets the feeling as if 
the machine 11understood11 the problem. 
However , it also became immediately 
obvious that if many references of where 
to go from one atom have been given, the 
machine also has to be provided with the 
requirement of finding the shortest path 
to the goal. 0therwise the machine 
'ftrltie• the existence or non-existence 
of too many atoms before the atoms 
belonging to the desired object have been 
11 seen11 • This can be accomplished with 
proper 11 teaching11 but a goal seeking 
algorithm is needed. Many other weaknesses 
in the program exist, but only now can they 
be clearly defined. 
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THE BLOCK ADJUSTMENT OF COLOUR 

IN HIGH-ALTITUDE PHOTOGRAPHY 

S.H. Collins, 
Associate Professer, 
Air Photo Laboratory, 
School of Engineering, 
Upiversity of Guelph. 

ABSTRACT 

This paper describes a complete program of 
density calibration for colour and multi
spectral high-altitude photography. The 
central technique is a 'block adjustment' of 
colour, considered as a multi-dimensional 
variable, over a complete block of frame 
photography; in a manner analogous to the 
block adjustment of point location in analy
tical photogrammetry. The images of selected 
ground areas are located in the overlaps be
tween frames and between flight-lines. The 
colours of these 'pass points' are used to 
determine correction functions for colour 
variations that occur within and between 
frames throughout the roll. The part of the 
sun-angle effect which is due to the nature 
of the terrain is suggested as a powerful 
discriminant for automatic photointerpreta
tion. 

A method is also described for the absolute 
calibration of the whole block for ground 
radiance. The method is photographie, and 
it ties the radiance values to a great vari
ety of known terrain and cover types on a 
regional basis. The value of this work in 
providing comprehensive ground truth for 
satellite imagery over a large region is dis
cussed. 

INTRODUCTION 

The interpretation of photographie imagery 
can be made quite satisfactorily, for many 
purposes, on the basis of tones and colours 
that are only qualitatively related to the 
reflections of light from the terrain. The 
usual methods of photointerpretation are 
examples of this. While most interpreters 
could do better work if the photos they used 
were produced under better control, they do 
not need and could not effectively use 
imagery in which the densities were quanti
tatively related to ground radiance. 

When any attempt is made to quantify tones 
and colours of the image, however, it is 
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imperative that the relationships between the 
ground radiance and the final response at the 
image should be fully understood and placed 
on a completely quantitative footing. Many 
attempts have been made over the last four or 
five years to relate crop types, soil moisture 
and similar variables to photographie density 
or colour values. Even the attempts that were 
not simply ludicrous were doomed to very low 
levels of correlation and confidence; and the 
variations of tone and colour that are des
cribed below, when uncontrolled, have forced 
most investigators to realize the futility of 
the whole proceeding. 

It has also been proven however that spectral 
radiance canin fact be used successfully for 
discrimination between crop types, at least. 
The successful method, developed at the Uni
versity of Michigan, involves the ratios of 
the energies received in various spectral 
regions by a scanner, without absolute cali
bration. This scanner technique is still 
severely limited in the scope and accuracy of 
its determinations, and is not at present 
capable of giving metrically accurate maps. 
It is being improved however and may soon 
make an important contribution to the auto
matie thematic mapping at which it is aimed. 

There has been a full realization in photo
grammetry and photointerpretation of the 
complimentary nature of airborne surveys and 
ground surveys or 'ground truth'. The tech
nical development of remote sensors has not 
been accompanied by a similar provision of 
ground truth, and is foundering on that ob
stacle right now. The reasons for this are 
obvious; remote sensors were spawned in war 
and bred in space, and have only recently been 
turned to look at the earth with peaceful in
tent. The men who have carried out the de
velopment have not had close contact with the 
earth sciences concerned with ground truth, 
in general, and they have had even less con
tact with photograrnrnetry and cartography. 
They are only now beginning to realize that 
their instruments cannot be putto effective 
use until a complete ground truth system is 
worked out. 
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The work described below is far from complete, 
and it may be only partially successful. How
ever, it presents at least a valid hope of 
establishing accurate relationships between 
terrain features, terrain radiance and the 
photographie densities that they provide. The 
important point is that a single roll of high
altitude wide-angle frame photography, if 
suitably controlled and calibrated, can pro
vide an extension of ground truth over about 
10,000 square miles that may include several 
distinct physiographic regions. The purposes 
of the techniques described below are as 
follows: 

1. To permit the comparison of terrain colour 
between widely separated points. 

2. To provide values of spectral radiance, 
within the photographie region of the 
spectrum, over the whole black of photo
graphs. 

3. To permit inference of ground truth over 
the whole black by extrapolation from the 
images of test sites. 

4. To provide measures of confidence for the 
colour comparisons, the radiance measure
ments and the ground-truth inferences. 

5. To provide all the information on a 
metrical base that will assist in re
lating satellite imagery to an accurate 
map. 

ERTS and Skylab will carry internally-cali
brated sensors that will record the spectral . 
radiance of large resolution elements as seen 
from orbital height. In order to test the 
capability of the satellite sensors for iden
tification of terrain elements, it will be 
necessary to have a great variety of well
organized regional information about the 
terrain. The black of high-altitude airborne 
photography, when calibrated and related to 
test sites, will be an ideal medium for organ
izing and presenting this information, and for 
permitting its transfer to a good map base. 

Generalized Black Ad3ustment 

The fundamental task of classical photogram
metry is to provide from two or more per
spective photos a model of the terrain in a 
constant known scale, correctly oriented with 
respect to a given datum plane. The analo
gous problem for energy transfer and record
ing (as opposed to point location) is to pro
vide a radiance model of the terrain, in 
which the absolute radiance of a terrain 
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element is known for every wavelength and for 
every angle of view. The size of the terrain 
element must be as large as the resolution 
element of the sensor. As in photogrammetry, 
the density of the information across the 
field of view may be low or high, but it must 
be obtainable with high accuracy. 

The analogy with classical photogrammetry can 
be carried a little further. Relative orien
tation of two or more metrical airphotos 
permits the creation of a true space model of 
the terrain in three dimensions. Absolute 

. orientation then follows to give the space 
modela definite scale and to level it to a 
datum. The analogue to relative orientation 
in our case is the process that will permit 
the detection of differences in the colour 
of the terrain between one field point and 
another, freed of all effects that result 
from the method of sensing or the position of 
the sensor. The analogue to absolute orien
tation is the actual calibration of photo 
colours or densities in terms of the radiance 
of the terrain. 

In photogrammetry, each photo point is speci
fied by two spatial coordinates. In mono
chromatic photography, the density of are
solution element can be considered as a third 
coordinate. In tri-pack colour photography 
three densities can be measured independently 
of·one another. In the case of multi-spectral 
photography with four identical cameras work
ing in four spectral regions, a resolution 
element will be specified by a six-dimensional 
vector with two spatial coordinates and four 
density coordinates. 

The terrain point itself is specified for the 
purposes of classical photogrammetry by its 
three space coordinates. Its specification 
in terms of radiance is far more complicated; 
for as well as involving three or more spec
tral coordinates, the radiance usually differs 
in different directions. This last property 
has been considered as an insurmountable 
difficulty by some w6rkers, but may prove to 
be useful in the automatic discrimination of 
different types of terrain. 

It is clear that the complete relative and 
absolute black adjustment is a formidable 
undertaking, involving the solution of a 
number of difficult problems. The whole tech
nique has been laid out in this way in order 
to clarify research goals, and there is 
reason to hope that a well-equipped and well
staffed organization may be able to accomp
lish most of these goals. 



The Relative Adjustment Procedure 

The relative adjustment procedure would 
ideally consist of the following steps:-

1. Sensitometric exposures should be applied 
at the start and end of each roll, at 
least. It would be better to apply them 
also at many points along the roll. 

2. A set of terrain types representative of 
the region is chosen. 'Pass points' are 
located within examples of each type on 
every frame on which the type occurs. 
Many pass points are located on every 
frame, particularly where there is a 
multiple overlap between frames and 
between flight-lines. These points are 
coded in such a way that the images of 
a particular point on the terrain can 
be identified in every frame in which 
they occur. 

3. Density mèasurements are made at every 
pass point. At 'the same time, density 
measurements are also made at a large 
number of other points according to the 
requirements for the extension of ground 
truth over the region. For example, if 
regional trends in soil colour are to 
be established, many measurements will 
be made on this type of terrain element 
at locations determined by the physio
graphy of the region. 

4. The density values are coded and linked 
to the positions of the points within 
frames and to the frame number. Then 
all data are submitted to a multi
variate analysis in which the variability 
of the data are accounted for. The 
functions to be fitted in the analysis 
and the other means employed to account 
for variability will require a great 
deal of work. The start that has been 
made on this work is described below. 

S. Ideally, a stereocomparator .should be 
used for locating the pass points and 
measuring their plane coordinates. A 
scanning microdensitometer should then 
be used to measure the densities, and 
the output of the microdensitometer 
should include a means of identifying 
the plane coordinates of any desired 
point. This technique would be parti
cularly desirable for multi-film work, 
to save the labour of transferring so 
many points from one film to another. 
In any case, it would be most desirable 
to be able to carry out all of the 
usual procedures of analytical photo-

grammetry along with the 'black adjustment' of 
colour. 

Variables of the Adjustment 

The variables that must be considered in the 
block adjustment may be classified in two ways: 
according to their physical origin or acc9rd
ing to the type of correction that must be 
applied. The first classification is as 
follows:-

1. Temporal variation of illumination. It 
may take about two hours to expose one 
roll of high-altitude photography, and the 
intensity, colour and angle of the sun's 
illumination change in this time. The 
changes in clear weather will be progres
sive from the beginning to the end of the 
roll. 

2. Temporal changes in the terrain. Changes 
in soil and plant moisture can occur in a 
two-hour period. These changes will 
usually be small if the photos are taken 
in the middle of the day. 

3. Angles of View relative to the azimuth of 
the sun and relative to the vertical. 
These are the most difficult effects to 
analyse, but they are also the most inter
esting. The mean radiance of the terrain 
is greatest in the direction of the sun, 
because no shadows are seen from that di
rection. This creates a 'hot-spot' in one 
quadrant of each frame. The hot-spot is 
more pronounced in high-altitude than in 
low-altitude photos. Part of this may be 
due to the lower resolution of the high
altitude photos for shadow detail at ground 
scale. That it is not primarily due to 
the atmosphere is proven by photos taken 
over water. There is no hot-spot in such 
photos, although of course there is a 
strong reflection of the sun in the oppo
site quadrant of the photo. 

This hot spot effect is one of the sources 
of photographie density variation that , is 
being analysed by Jane Law of the Air Photo 
Laboratory at the University of Guelph. 
The photography used for the analysis was 
taken from 60,000 feet, using a 6" lens and 
2443 I.R. colour film. A graphie represen
tation of the hot spot effect together with 
the radial lens/filter effect is shown in 
Figure 1. Figure 2 illustrates the hot 
spot effect alone. The models were con
structed from visual density readings. 

The variations in effective terrain radi
ance with the elevation of the sun and the 
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azimuth of the camera relative toit may 
prove to be most useful in the identifi
cation of terrain features. As an ex
ample of this, consider a green pasture 
and a green deciduous woodlot beside it 
in early summer photography. In the 
region of the hot-spot their colours 
might be nearly identical. In other 
regions the woodlot will expose varying 
proportions of shaded area to view, while 
the dense pasture growth does not. The 
amount of shadow detail may serve as a 
discriminant of cover types particularly 
when the flying height is so great that 
the height of the cover cannot be dis
tinguished stereoscopically. 

4. Effects of the atmosphere. Scattering 
by the atmosphere is not homogeneous, and 
back-scattering counter to the direction 
of the sun's rays is stronger than scat
tering at right angles to the sun's rays. 
The effect appears to be small in clear 
weather but may not always be negligible. 
It might be difficult to separate the 
effect from variations of terrain reflect
ance unless part of the flight is over 
water or over calibrated ground targets 
at different angles of view. There is 
also a purely radial atmospheric effect 
because of the greater air path, and 
consequently more scattered light, at the 
wider angles of view. 

S. Lens and filter effects. These are con
stant intime and should create a purely 
radial variation about the principal 
point. They are quite large, however, 
and may be quite complicated functions 
of the radius when all colours are con
sidered. Figure 3 illustrates the radial 
density variation induced by a 611 lens, 
a minus blue filter and an anti-vigret
ting filter when used to expose film at 
60,000 ft. 

6. Film and processing. It is difficult to 
achieve constant colour balance in colour 
photography, and sensitometric exposures 
along the roll would be helpful in cor
recting the changes that occur even along 
the roll. The whole block adjustment 
process could be carried out with 
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greater precision and with greater 
dynamic range in multi-spectral mono
chrome photography, where process control 
is far easier and where the sensitometry 
of the individual films can be chosen 

almost at will. 

7. Sensitometric effects in small detail. 
When working on image areas that are not 
much larger than the smallest possible 
resolution element for the system, adjac
ency effects in development and scatter
ing of light in the film emulsion must be 
considered. No correction seems possible 
for these effects, but it may be wise to 
consider them in attempting to visualize 
how small details should be rendered. 

The second classification is the one that must 
be used in actual experiment. It relates the 
variable to the effect it produces at differ
ent points within the frame and along the 
roll:-

1. Variations along the roll. These may be 
due to variations of film and processing, 
to temporal variations of illumination 
and to temporal changes of the terrain. 
Sun angles also change during the flight, 
but can be largely ignored if all azimuths 
are measured relative to the sun. The 
frame number is the coding for roll posi
tion. 

2. Radial variations within frames. The lens 
and filter effects are the predominant 
causes of purely radial variation of 
colour, although atmospheric haze causes 
radial change as well. 

3. Tangential variations within frames. 
There are no purely tangential effects, 
because this type of effect is associated 
with the varying reflections and shadow 
effects of the terrain. Adjustment func
tions are required in which the tangential 
coordinate and radial coordinate appear 
together. 

Photo point locations can be measured in 
either a polar or a rectangular coordinate 
system. In either case it is convenient to 
take an origin at the principal point and the 
x-axis (or zero-angle axis) in the azimuth of 
the sun. This choice removes both the effects 
of crab of the camera in flight and of the 
slow change of the sun's azimuth throughout 
the roll. 

Absolute Radiance Calibration of the Block 

The output of the relative adjustment proced
ure is a set of adjusted colour (density) 



values for each point of the terrain that 
has had an entry in the program. At this 
stage, the relationships between the film 
colour values and the actual spectral radi
ances of the terrain are not known. An in
terna! sensitometric calibration of the film
processing combination is probably essential 
for the complete success of the whole pro
cedure, but it is not sufficient to establish 
accurate values of ground radiance. There 
are too many ways in which the light is 
altered in quantity and quality on its pas
sage from the ground to the film. 

Ideally, one would like to have large grey 
test-panels of six or eight different re
flectances set up within the region. The 
spectral radiance of these panels could be 
established, at the time when they are photo
graphed, for all vertical and azimuth angles 
(it would be convenient of course if the 
targets could be considered as perfectly 
diffuse reflectors within the angles accepted 
by the camera). If the sensitometry of the 
film and processing has been established, 
only one set of targets would be required. 
Otherwise, they would have to be placed at 
different locations throughout the region. 

Ground targets of any size are expensive to 
set up and very difficult to maintain in 
good condition. In this case the size is 
very large, as will be seen from the follow
ing calculation. Consider photography from 
an altitude of 15,000 meters with a 6" map
ping camera. Only the center of the field of 
view need be considered, because the relative 
adjustment procedure should compensate quite 
accurately for radial effects. The resolu
tion element of the lens-film combination, 
even for a single-layer emulsion, will be at 
least 0.020 mm in size. For good densito
metric measurements the ground targets should 
give images at least five times this size, 
preferably larger. Each ground panel would 
then have to be at least 10 meters square. 

The work being carried out by Dr. Dieter 
Steiner of the University of Waterloo, with 
the help of the Air Photo Laboratory of the 
University of Guelph, offers a really useful 
and comprehensive method of calibrating high
altitude imagery. In his basic research into 
automatic terrain recognition, he has set up 
suitable test-panels and has mounted four 
70mm cameras as a multi-spectral group in an 
aircraft of the Ontario Department of Lands 
and Forests that Victor Zilinsky is sometimes 
able to place at his disposal. The films are 
processed under sensitometric control. In 
each flight, whatever its particular purpose, 

exposures are made over the test targets and 
over the experimental farms of the University 
of Guelph, where there is a great variety of 
recorded ground truth on soils, crops, crop 
diseases and yields. This type of photography, 
carried out at relatively low altitudes, can 
be used for the absolute calibration of high
altitude photography in terms of ground radi
ance. It is even more important, however, 
that it will provide the only feasible and 
economical method of establishing the detailed 
characteristics of a large number of areas 
within the high-altitude black. This will 
calibrate the block in a quite different sense, 
one that will be important to all remote sens
ing techniques that are carried out over the 
region. 

Progress in the Research 

The details of the techniques and the scienti
fic results will not be included in this paper, 
which is only intended to show the overall 
plan of the research. The complete process 
of relative and absolute black adjustment will 
take several years to develop, will not reach 
its full potential until high-altitude and 
low-altitude airborne missions are carried out 
in coordination with the over-flight of a 
Skylab research team or something similar. 

A partial relative adjustment has been carried 
out for a block of photographs taken over the 
eastern Lake Ontario region in connection with 
the International Field Year for the Great 
Lakes. The camera was a Wild RC8, the film 
was Kodak 2448 false-colour IR, and the flying 
height was 20,000 meters. The date of the 
photography was early July, 1970. The radial 
and tangential variations of three-dimensional 
colour seem to have been characterized quite 
well, but the computer programs have not been 
developed yet to the point where full power 
of the black adjustment process can be realiz
ed. 

The absolute calibration procedure has been 
established as far as the photography is con
cerned, but has not yet been carried out be
cause no simultaneous low- and high-altitude 
photography is available. The only problems 
that remain arise from the need of i nstrumen
tal means of rapid density measurement co
ordinated with location measurement. 

Summary 

There is now no question that satellite 
imagery is important in certain applications, 
the most noteworthy being the prediction of 
weather phenomena. There is also no question 
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that ERTS and Skylab will uncover other 
valuable applications. The value of the 
imagery that these satellites will provide 
will be greatly enhanced if, on a regional 
basis, a wealth of ground truth is presented 
for comparison. The resolution element of 
much of the imagery will be so large that 
the ground truth will have to be correlated 
to ground radiance values integrated over 
quite large areas. 

Aerial photography at very high altitude 
seems the ideal medium for collecting and 
displaying the required ground truth. It 
can easily be related to a metrical base, and 
each frame is large enough at ground scale to 
facilitate the integration that will be neces
sary. At the same time, it is sufficiently 
detailed that the extension of ground truth 
over the region can be partly carried out by 
photointerpretation, and that the photography 
itself has great value for a variety of map-

ping purposes. 

This paper presents the general plan of a 
method for turning blacks of high-altitude 
photography into accurately calibrated 
records of ground radiance from which the 
integration to large resolution elements of 
satellite imagery can be carried out. Along 
with the radiance information, the method 
will permit the simultaneous and well-coord
inated display of specific items of ground 
truth, chosen to meet the needs of the poten
tial users of the high-altitude and of the 
satellite imagery within the region. The 
method will assist in answering the question 
that has arisen in every method of photointer
pretation and remote sensing: J'Within the 
area of the ground èovered by this small 
portion of an image I'm looking at, what are 
the actual details on the ground and how do 
they make their contribution to the energy 
that is being received?" 

Figure 1. A model representing variations 
in visual density caused by the hot spot and 
radial lens/filter effect, on a single frame 
of photography. ASL 60,000 feet. 
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Figure 2. A three dimensional model of the 
hot spot effect alone. 

Figure 3. A model of radial variation in 
visual density induced by the lens filter 
effect. 
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MINIMUM DISTANCE CLASSIFICATION IN 

REM OTE SENS ING 

A.G. Wacker 
Associate Professer 
Electrical Engineering Department 
University of Saskatchewan 
Saskatoon, Saskatchewan 

SUMMARY 

The utilization of minimum distance classifi
cation methods in remote sensing problems, 
such as crop species identification, is con
sidered. Minimum distance classifiers belong 
to a family of classifiers referred to as 
sample classifiers. In such classifiers the 
items that are classified are groups of mea
surement vectors (e.g. all measurement vec
tors from an agricultural field), rather than 
individual vectors as in more conventional 
vector classifiers. 

Specifically in minimum distance classifica
tion a sample (i.e. group of vectors) is clas
sified into the class whose known or estim
ated distribution most closely resembles the 
estimated distribution of the sample to be 
classified. The measure of resemblence is a 
distance measure in the space of distribution 
functions. 

The literature concerning both minimum di s
tance classification problems and distance 
measures is reviewed. Minimum distance clas
sification problems are then categorized on 
the basis of the assumption made regarding the 
underlying class distribution. 

Experimental results are presented for several 
examples. The objective of these examples is 
to: (a) compare the sample classification 
accuracy (% samples correct) of a minimum dis
tance classifier, with the vector classifica
tion accuracy (% vector correct) of a maximum 
likelihood classifier; (b) compare the sample 
classification accuracy of a parametric with 
a nonparametric minimum distance classifier. 
For (a), the miniml.111 distance classifier per
formance is typically 5% to 10% better than 
the performance of the maximum likelihood 
classifier. For (b), the performance of the 
nonparametric classifier is only slightly 
better than the parametric version. The imp
rovement i s so sl i ght that the addi ti ona l com-
p lexi ty and slower speed make the nonparamet
ric classifier unattractive in comparison with 
the parametric version. In fact disparity be
tween training and test results suggest that 
training methods are of much greater importance 
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than whether the implementation is parametric 
or nonparametric. 

INTRODUCTION 

A fairly common objective of remote sensing in 
connection with earth resources is to attempt 
to establish the type of ground caver on the 
basis of the observed spectral radiance. The 
examination of systems capable of achieving 
this objective shows that ' a certain duality of 
system types exists. Landgrebe 1 refers to the 
two types as image-oriented systems and 
numerically-oriented systems. The duality 
exists promarily for historical reasons as a 
consequence of the independent development of 
photographically oriented and computer orient
ed technology. The primary distinction betw
een the two system types is that in image ori
ented systems a visual image is an essential 
part of the analysis scheme while in numerica
lly oriented systems the visual image plays a 
secondary role. In Fig. l the location of the 
11 Form Image" block in relation to the 11 Analysis 11 

block characterizes the two system types. 

In numerically oriented remote sensing systems 
it is frequently possible to design the data 
collection system in such a manner that classi
fication becomes a problem in pattern recogni
tion. This situation prevails if one attempts 
to study earth resources through the utiliza
tion of multispectral data-images. The term 
multispectral image (i.e. without the modifier 
data) is used to refer to one or more spectr
ally different superîmposed pictorial imagec: 
of a scene. The modifier datais added to 
indicate that images are stored as numerical 
arrays as opposed to visual images. 

To obtain a multispectral data-image of a 
scene, the scene in question is partitioned on 
a rectangular grid into small cells (pixels) 
and the radiance from each pixel for each wave
length band of interest is measured and stored. 
The set of measurements for a pixel constitutes 
the measurement vector for that pixel. A mul
tispectral data-image for a scene is simply the 
complete collection of all measurement vectors 
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for the image. The spatial coordinates (i.e. 
row and column n1J11ber) of each pixel are of 
course also recorded to uniquely identify 
each measurement vector. Fig. 2 depicts the 
situation. 

The methods used to generate multispectral 
data images can convenientlv be divided into 
two categories. In the first category, film 
is used to record the image. The film is sub
sequently scanned and digitized to produce a 
data-image. The multispectral property is 
obtained either by scanning several images ph
otographed through different spectral windows, 
and overlaying the data; or by utilizing color 
film and separating the spectral components 
during the scanning procedure. ln the second 
category the image is generated electrically 
and stored in an electrically compatibile 
fonn, usually on magnetic tape as either an 
analog or digital signal. The electrical sig
nal to be stored can be generated by a nlJ'Tlber 
of different systems, the multispectral scan
ner and return beam vidicon probably qualify 
as the two most common examples. For the sca
nner the multispectral property is obtained by 
filtering of the spectral signal collected 
through a single aperture prier to recording, 
or by the superposition of several unispectral 
images collected through different apertures. 

As already stated, pattern recognition tech
niques can serve as the basis for affecting 
classification of multispectral data-images. 
Much of pattern recognition theory is fonnu
lated in terms of multidimensional spaces with 
the dimensionality of the space equal to the 
dimensionality of the vectors to be classified. 
This vector dimensionality is, of course, det
ennined by the number of attributes or pro
perties of each pixel to be considered in the 
classification (e.g. number of spectral bands). 
Classifying a multispectral data-image by 
classifying the observation vectors from such 
an image on a pixel by pixel basis falls nat
urally into this common pattern recognition 
framework. In contrast to this vector by vec
tor approach there are classification schemes 
which collectively will be referred to as 
"sample classification schemes 11

• ln such sch
emes all vectors to be classified are first 
segregated into groups (i.e. samples) such 
that all the vectors in a group belong to the 
same class. The whole group of vectors is 
then classified simultaneously. The minimum 
distance method considered is one such class
ification scheme. 

In utilizing sample classification schemes two 
distinct problems can be identified. The first 
is concerned with partitioning the measurement 
vectors into homogeneous groups, while the 
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second is concerned with the classification of 
these groups. Except for the convnents in the 
next paragraph consideration is restricted to 
the second problem. 

It frequently occurs for multispectral data
images that many of the adjacent measurement 
cells belong to the same class. For example 
in an agricultural scene each physical field 
typically contains many pixels. In fact it is 
precisely this condition that prompts the in
vestigation of sample classification schemes. 
In such situations the physical field bound
aries serve to define suitable samples for 
problems like crop species identification, and 
it is in this context that sample classifiers 
might also be referred to as per-field class
ifiers. It is apparent that for· the situation 
just described one method of automatically de
fining samples is to devise a scheme that auto
matically locates physical field boundaries in 
the multispectral data-imagery2 • 3 • For the 
minimum distance classification results pre
sented later, physical field boundaries will 
actually be used to define the samples, but the 
field boundaries are located manually rather 
than automatically. A second and perhaps more 
promising approach to the problem of defining 
samples is via observation space clustering. 
In this approach vectors from an arbitrary 
area are clustered in the observation space, 
and all the vectors assigned to the same clu
ster constitute a sample irrespective of their 
location in the arbitrary choosen area. In 
this case the tenn 11 fields 11 no longer seems 
appropriate and consequently the term sample 
classifier is preferred over the term per
field classifier. 

It is apparent that sample classification 
schemes cannot be used in all situations where 
a vector by vector approach is possible. A 
basic requirement is that the data to be clas
sified can either be segregated into homogen
eous samples, or occurs naturally in this fonn. 
Where the minimum distance scheme can be app
lied it intuitively has several potential ad
vantages over a vector by vector classifier; 
in particular it is potentially faster and 
more accurate. 

lt seems logical that provided the time re
quired to automatically define the samples is 
not too great, then sample classifiers should 
be faster than a vector by vector classifier. 
This is of considerable importance in utiliz
ing a numerically-oriented remote sensing sys
tem to survey earth resources because a char
acteristic of such surveys is the tre111endous 
volume of data involved. One would also anti
cipate that the vector classification accuracy 
(% vectors correctly classified) for vector by 



vector classifiers would be lower than the 
sample classification accuracy (% samples 
correctly classified) for sample classifiers. 
The reason for this is that in sample class
ifiers all the information conveyed by a 
group of vectors is used to establish the 
classification of each vector, whereas in 
vector py · veëtor çlassifiers each vector is 
treated separàtely wi thout reference to any 
other vector. In a sense sample classifiers 
utilize spatial infonnation because vectors a 
are classified as groups, which n:aturally 
have some spatial extent. No spatial infor
mation is used in vector by vector classifi
ers, consequently, sample classifiers should 
perfonn better since spatial information is 
certainly of some value. 

MINIMUM DISTANCE CLASSIFICATION 

Problem Fonnulation 

In a certain sense minimum distance classifi
cation resembles what is probably the oldest 
and simplest approach to pattern recognition, 
namely 11 template matching 11

• In template 
matching a template is stored for each class 
or pattern to be recognized (e.g. letters of 
the alphabet) and an unknown pattern (e.g. an 
unknown letter) is then classified into the 
pattern class whose template best fits the 
unknown pattern on the basis of some previou
sly defined similarity measure. In minimum 
distance classification the templates and un
known patterns are distribution functions and 
the measure of similarity used is a distance 
measure between distribution functions. Thus 
an unknown distribution is classified into the 
class whose distribution function is nearest 
to the unknown distribution in tenns of some 
predetennined distance measure. In practice 
the distribution functions involved are usu
ally not known, nor can they be observed 
directly. Rather a set of random measurement 
vectors from each distribution of interest is 
observed and classification is based on esti
mated rather than actual distributions. 

It is necessary to define more precisely what 
constitutes a suitable distance for minimum 
distance classification. Mathematically the 
tenns 11 di stance 11 and metri c are used inter
changeably. For our purpose it is convenient 
to distinguish between the two tenns. In 
essence all that is required for a well def
ined minimum distance classification rule is 
a measure of similarity between distribution 
functions which need not necessarily possess 
all the properties of a metric. The term 
distance refers to any suitable similarity 
measure while the tenn metric is used in the 
nonnal mathematical sense. More specifically 

metric on a set Sis a real valued function 
ô(. ,.) defined on S X S (X indicates cartes
ian product) such that for arbitrary F,G,H in 
s 

(a) ô(F,G):: 0 
(b)(l) ô(F,F) = 0 2 

(2) If ô(F,G) = 0 then F = G 3 

(c) ô(F,G) = ô(G,F) 4 
(d) ô(F,G) + ô(G,H):: ô(F,H) 5 

A distance, as used herein, is defined to be 
a real valued function d(.,.) on S X S such 
that for arbitrary F,G,H in S at least metric 
properties a,b(l) and usually b(2) and (c) 
hold. For theoretical proofs it is in fact 
often desireable to require that d be a true 
metric while in practical application such a 
restriction is usually not necessary. 

Not only are distances between individual 
distribution functions of interest but since 
each class could conceivably be represented 
by a set of distribution functions the dis
tance between sets of distributions is also 
of interest. Definition l defines the dis
tance between sets of distributions. 

Definition l - Let the distance d(F,G) be de
fined for all F,G, in A, where Ais an arbit
rary set of cdf's of interest. If A1 and A2 
are non-empty subsets of A then the distance 
d(A1, A2) between the sets A1 and A2 is de
fined as 
d(A1, A2) Inf d(F,G) 

FE.:Al 
GE.:A2 

6 

Note that definition l applies to finite and 
infinite sets of distribution functions. Of 
course, if the sets are finite then taking 
the infimum is equivalent to taking the mini
mum. 

Furthermore, if each set consists only of a 
single distribution function then the dis
tance between the sets is precisely the dis
tance between the distribution functions. 
The distance between a distribution function 
~nd a set of distribution functions is also in
cluded as a speëial case. It is necessary to 
make some comments about the usage of the no
tation d(F,G). Sorne of the distance measures 
considered are expressed in terms of probabil
ity density functions (pdf's) rather than 
cumulative distribution functions (cdf's). 
The convention adopted is that the notation 
d(F,G) is still used and referred to as the 
distance between cdf's, even though the dis
tance is expressed in terms of the densities 
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of F and G (i.e. in terms off and g). 

The minimum distance classification scheme 
can now be formally defined. lt is conven
ient to use a decision theoretic framework 
for this purpose. In general to specify a 
problem in this framework it is necessary to 
specify: 
(a) Z - the sample space of the observed 
random variable. 
(b) n - the set of states of nature; that is, 
the set of possible cdf's of the random var
iable. If the functional form of the cdf is 
known, then n can be identified with the para
meter space. 

* (c) A - the action space; that is the set of 
actions or decisions available to the statis
tician. 

* (d) L (a,F) - loss function defined on AXn 
which measures the loss incurred if FEn is 
the true state of nature and action aE~ is 
the action taken. 

The general formulation of the minimum dis
tance problem in this framework follows: 
(a) Z = Eq {q-dimensional Euclidean space) 
(b) n = [n(l), n{?), ... ,n{k)J where n(i) is 
the set of possible distribution functions 
for the ith class, i = 1, 2, ... , k. 

* (c) A = [a1, az, ... , ak] where aj is the 
decision to dec1de the random sample to be 
classified belongs to the ith class, i = 1, 
2, ... , k. 

(d) L(a,F) 0 if FEn(i) and action ai was 
taken 

L(a,F) 1 otherwise. 

A decision rule is a function defined on Z 
and taking values in A. The minimum distance 
decision rule is given by definition 2. 

Definition 2 - Let Y be the vector of all 
sample observations-:-t The minimum distance 
decision rule DMo:Z+A is DMoCO = ai (i.e., 
decide the random sample to be classified 
belongs to class i) in case 

d(FN, A(i)) = . _ Min d(F ,A{j)) 7 
(
·) J - l, •.. ,k N 

Where A 1 is the set of cdf's selected to 
represent the ith class and FN is a sample
based estimate of the cdf of the random 
sample to be classified. 

Several items in definition 2 require clari
fication. The vector Y includes not only the 
random sample to be classified, but also any 
other observations used in the classification 
procedure. For example, if training samples 
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are used for each(çlass, these are included 
in Y. The sets A 1 J also require comnent. 
A(ij may be the set of all QQ~sibl~.distri
butions for class i Cie. AllJ = nll)) or it 
may be a subset of nC 1) or the sample-based 
estimates of a set cdf's selected to repre
sent class i. Finally the term sample-based 
estimate is used to refer to any estimate of 
a cumulative distribution function or its 
corresponding density which is based on a 
random sample from the distribution in quest
ion. A number of suitable estimators exist4 

and the present formulation does not restrict 
the type of estimator. Later attention will 
be focused on distance measures based on den
sities. In the parametric case the densities 
will be estimated by estimating the parameters 
describing the densities (parametrically esti
mated pdf's). In the nonparametric case den
sity estimates will be based on histograms 
(density histogram estimation). To obtain a 
density histogram estimate of a pdf the obser
vation space is partitioned into square bins 
and the probability density estimate in any 
bin is the percent of vectors used to estimate 
the density which fall in the bin. 

A number of special cases of the above formu
lation are now considered. These special 
cases are basically a consequence of making 
di!fer1~j assu~ptions r~~~rding n, -and 
A - [A , 11.(2J, ... , Al JJ. ln Type I pro
blems the sets of distribution functions re
presenting the classes are assumed to be known 
sets. Actually, this problem is not of great 
interest from a practical point of view, since 
class distributions are not normally known, 
but it is interesting from a theoretical point 
of view because of its relative simplicity. 

Type I - The n(i),s gr.~ known sets of cdf's 
Case (a) Th~)sets(Gl)lJ are infinite and 

11.{l =nl 
Case {b) The)sets n{i) are fini te and 

11.{l = n{i} 
Case (c) The sets n{i) = F(i) (single cdf/ 

class) and 11.(i) = F(i J 

Type II problems differ from Type I problems in 
that the possible distribution functions for 
each class are known to be q-variate distribu
tions but are otherwise unknown. Consequently, 
all distributions used in the minimum distance 
decision rule must be estimated. Since in 
practice only a finite number of estimated 
distributions can be utilized this factor must 
be considered in formulating the problem,.)If 
the sets of states of nature (i.e. the n\1 's) 
are infinite the infinite sets must somehow be 
replaced by a representative finite set. A 
similar attitude must be adopt~d if it is 
known apriori that the sets nl1 J are finite 



but it is not known precis~li how many dis
tribution functions each nl1 J contains (i.e. 
how many subclasses of wheat are there?); or 
even if the precise number is known, it may 
not be known how to obtain a random sample 
for each distribution function (i.e. how are 
samples representing different subclasses of 
wheat selected?). Finally, in tr1e finite 
case, even if a random sample for each dis
tribution function of interest can be obtain
ed, their number may be so large that for 
practical reasons it may be desireable to use 
a smaller number of representative distribut
ions. Thus, the need arises for a method to 
select a representative set of distribution 
functions from a larger {possibly infinit~}) 
set. iîo ~o_this assigna distrib~tion H*l 1 
to n ( ) , 1 - 1 , 2, ... , k. Tha t 1 s the ever)t~ 
to which probability mass is a~signed by H*l 1J 
are sets of distributions in(~\)lJ. To select 
a random set of cdf's from n 1 (i.e. to 
select a random set of training samples for 
the ith class) is now equivalent to selecting 
a random sample from H*( 1J. 

The above formulation is rather complicated in 
tnat a distribution over a space of functions 
is involved. This complexity can be avoided 
by restricting consideration to a parametric 
family characterized by s real parameters. 
Making the logical assumption that a one to 
Or)~)correspondence exists between cdf's in 
nt1 and points in the parameter space 
e{i)(=Es), it i~_qppareryt that assigning a 
distribution H*l 1J to nt1) is equivq1ent to 
assigning some oth~r distribution Hl 1) to the 
parameter space e{1 J. Consequently, in tb~ 
parametric case rather than deal with H*{ 1J, 
which is a cdf)on a set of distribution func
tion, only H{ 1 which is a cdf in Es need be 
considered. 

It is perhaps worthwhile to resta te the above 
ideas in terms of multispectra l da ta-imagery 
from an agricultural scene before stating them 
in a more formal manner. In the i nterest of 
simplicity and since it i s t he case of primary 
interest assume tha t the true q-dimensional 
distribution of the radiance measurements from 
each field belong t o the same parametric fam
ily wh i ch can be characterized in the paramet
space Es. This family may have a finite or 
infinite number of members (i.e. subclasses). 
Further assume t hat all the fields in a class 
(i.e. wheat) cqo)be described by a suitable 
distribution H\ 1 over the parameter space. 
A set of training fields for each class is se
lected at random. Because of our formulation 
t his is equivalent t o selecting a random sam
ple f rom the parameter space according to the 
assumed di stribution ov~r the parameter space 
fo r that class (i.e. H( 1) ). For each of the 

randomly selected training fields the radiance 
measurements are used to get an estimated cdf 
for that field. In this way estimated cdf's 
for a representative set of training fields 
are obtained for each class. An unknown field 
is then assigned to the class that has a train
ing field whose estimated cdf is nearest to 
the estimated cdf of the unknown field. Since 
the problem as stated is parametric, one would 
normally, though not necessarily, use paramet
rically estimated cdf's. 

Type II problems in which the n(i)•s are un
known are now formally described. While prime 
interest is centered in the case where n is a 
parametric family this restriction is not im
posed in stating the problem. The description 
of Type II problems is complicated(by the fact 
that the description of the sets A lJ is 
rather involved. 

Type II - The n(i)•s qf~ Unknown Sets of cdf's 
Case (a) -.The sets. nll J are infi~it~.in num
ber and A (1) = riM; (1). The sets nMi l 1 J are 
now described. F1rst a set of population 
cdf's corresponding to a representative set of 
Mi training fields for çlqss i, i = 1, 2, ... , 
k is selected. Let nMit~J be this set for the 
ith class. That 1(·~)nMi( 1) is a random sample 
of size M; for H* 1 . A sample-bq~~d cdf is 
then obta1ned for each cdf in nMil 1J for 
1 = 1, 2, ... , k. The resultaQt set of sample
based estimated cdf's is nM.{ i J. For the case 
where parametrically estimated cdf's are used 
nM.(i) can also be considered to be a random 
sa~ple of si ze Mi in the(~qrameter space accor-
ding to a di stri buti oQ.~ J. . 
Cg~~ (b) -.The sets. nll)_qre finite arJçf A( 1) = 
oll) or A{1) = nM.(1bo(1J. If the nt1) are 
fini te sets (i .e. 1finite number( .Qf subçlasses) 
then i t i ~ des i reab 1 e to 1 et A 1 J = n { 1 ) , 
where n(iJ is the set of sample-based estimat
ed cdf's for the ith class. In cases where 
the resultant number of subclasses is impract
ically large and/or only a random set of Mi 
training(field~ i~ _qv~ilqble it is necessary 
tolet A 1J = nMillJ~nl1 J and proceed as in 
case (a). . . 
Case (c) - The)set_n(~) = F( 1) (Single cdf per 
c 1 as s ) and A { 1 = F N ( 1 ) . 

Distance Measures 

The importance in statistics of distances be
tween cdf's has, of course, long been recogniz
ed5, according to Samuel and Bachi 6 thei r use 
appears to fall into two broad categories. 
(a) Used for descriptive purposes . For ex
ample, as an indicator to quantitati vely spec
ify how near a given di stribut ion is to a nor
mal distribution. 
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(b) Use in hypothesis testing, which is, of 
course, a special case of decision theory. 

There is a tendency for distance functions 
sufficiently sensitive to detect minor diff
erences in distribution functions (i.e. cate
gory (a) use) to be somewhat involved funct
ions of the observations, with the result that 
their use as test statistics in hypothesis 
testing has been limited because of the com
plicated distribution theory. On the other 
hand, distance functions whose theory is sim
ple enough to be readily used as test statis
tics often do not distinguish distribution 
functions sufficiently well. Since in mini
mum distance classification interest is nat
urally centered on good discrimination between 
distribution functions, therefore distance 
functions that fall into category (b) are 
normally used. Since the appropriate distri
bution theory for hypothesis testing is then 
in general not known it is impossible to 
theoretically compute probability of errer, 
but it may be possible to establish reasonably 
tight upper bounds. The approximate probabi
lity of error can of course be determined ex
perimentally. 

The literature abounds with references to dis
tance measures and no attempt will be made to 
give a complete bibliography. A representat
ive sample of distance measured is given in 
Table 1. This Table includes the most widely 
used distance measures because of their obv
ious importance, as well as more obscure dis
tance measures whose application to the pre
sent problem appears reasonable. In addition 
a few miscellaneous distance measures have 
been included to give an indication of the 
variety of distances that have been suggested. 
The distances included in this Table are: 
Cramer-Von Mises 7 , 8 , 9 , 10 , Kolmogorov-Smirnov 
11 , 12 , 9 , 10 , Divergence 13 , 14 , 15 , Bhattacharyya 
15 , 16 , Jeffreys-i~atusita 13 , 14 , 17 , Kolmogorov 
Variational 15 , 18 , 19 , Kullback-Leibler 15 , 20 , 
Swain-Fu 21 , Mahalanobis 22 , 23 , Samuels Bachi 6 , 
and Kiefer-Wolowitz 24 • The references cited 
are by no means comprehensive. In selecting 
the references the attempt has been made to 
cite only the original source in addition to 
survey papers. The paper by Darling 9 , Sahler 
10 and a certain extent Kalaith 15 fall in this 
latter category. 

Most of the references cited are concerned 
only with the univariate forms of the distance 
measure. With the exception of the Samuels
Bachi distance, the extention to the multi
variate forms is quite natural. Since it is 
the multivariate forms that are of interest, 
these, rather than the more common univariate 
forms, are given in Table l. For the Samuels-
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Bachi distance multivariate forms other than 
the one presented may be possible. 

Table 1 also contains information regarding 
the metric properties of the distance measures 
when used in conjunction with three families 
of distribution functions. The families con
sidered are: C, the family of q-variate abso
lutely continuous distribution functions; MVN, 
the family of q-variate normal distribution 
functions; and MVNr, the family of q-variate 
normal distribution functions with equal co
variance matrices. Since MVN and MVNr are 
subsets of C it is, of course, true that a 
metric in C is also a metric in MVN and MVNr. 
A metric in MVNr need not, however, be a 
metric in MVN or C. 

Because of the importance of the multivariate 
normal distribution, expressions for the dis
tance between two such distributions are given 
in Table 2 for each of the distances measured 
in Table 1 in those instances where the expre
ssions are known. 

The distances listed in Table 1 are discussed 
in the references cited and no attempt will be 
made to discuss them except for some general 
comments pertaining to their use in minimum 
distance classification. 

Since a large variety of distance measures is 
available, the problem naturally arises as to 
which distance measure to use in a given pro
blem. Unfortunately, no complete answer to 
this question is presently available, but some 
general comments are possible. The distribut
ion-free properties* that make the Cramer-Von 
Mises and Kolmogorov-Smirnov distances so pop
ular in the univariate case do not apply in 
the multivariate case. Since it is the multi
variate case that is of interest these dis
tances lose their special appeal. Intuitively 
a distance like the Kolmogorov-Smirnov dist
ance does not appear to be as good a distance 
measure as those involving integration over 
the whole space. It is also more difficult to 
compute in parametric situations then some of 
the integral relations. The Samuels-Bachi 
distance suffers from a similar computational 
disadvantage. 

The Divergence, Bhattacharyya distance, 
Jeffreys-Matusita distance, Kolmogorov varia-

* In the univariate case the distribution of 
the Kolmogorov-Simirnov and the Cramer-Von 
Mises distances between two estimated distri
bution functions independent of the under
lying distributions being estimated, provided 
appropriate estimators are used. 



Table 1 

Multivariate Forms of Distance Measures and 
Their Metric Properties 

Name 

Cramer-
Von Mises 

Kolmogorov
Smirnov 

Divergence 

Bhattacharyya 
Distance 

Jeffreys-Matusita 
Distance 

Kolmogorov Variational 
Distance 

Ku 11 back-Lei b 1er 
Nu!T)bers 

Swain-Fu 
Distance 

Mahalanobis 
Distance 

Samuels-Bachi 
Distance 

Kiefer-Wolfowitz 
Distance 

Notation 

Form 
1 

W = {f
00

(G(~) - F(~)) 2d~} 2 
-oo 

K = Su px j G ( ~) - F ( ~) 1 • 

J = f
00

Ln(:~~~)(f(~)-_g(~))d~ 
-oo 00 - 1 

B = - Ln f ( f ( ~) g ( ~) ) z d ~ 
-oo 

1 

M = {foo(/g@" - /fGJ)2d~}2 
-oo 

00 

K ( p ) = f I p g g ( ~) - p f f ( ~) 1 d ~ 
-oo 

2 1 
- 1 H.f - H.g 1 ( q + 2 ) 2 

Where D.-{trfr:l( H_f-H.g)(µf-µg)t} 

1 

~ = {(H_g-H.f)tL-l(H_g-H.f)}2 

1 l 
V = {f [F-l (a)-G-l (a)]da} 2 

0 

where F-l (a) = Inf{clQlQa10} 

q 
and Qc={~I _L xi~c},Qa={~I F(~)~a} 

1 = 1 

-oo 

Metric in 
C MVN MVNL 

Yes Yes Yes 

Yes Yes Yes 

No No Yes 

No No Yes 

Yes Yes Yes 

Yes Yes Yes 

.No No Yes 

No No Yes 

Yes 

No No No 

Yes Yes Yes 

(1) F, Gare multivariate cdf's with densities f, g; means H.f' H.g; covariances Lf' 
Lg; and prior probabilities pf,Pg· 
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00 

(2) f ( ) d~ designates a multivariate integral. 
-oo 

(3) For Mahalanobis distance F and Gare normal with means ~f and l!-g and have 
common covariance r. 

(4) 1 1 designates the absolute value or vector norm. 

(5) t designates the transpose 

Table 2 

Name 

Distances Between Two Multivariate Normal cdf's 

Distance 

Divergence 

Bhattacharyya 
Distance 

Jeffreys-Matusita 
Distance 

Kullback-Leibler 
Numbers 

Swain-Fu 
Distance 

1 Mahatanobis 
Distance t = {(~g-~g)tE-l(~g-~f)}2.(E=Ef=Eg) 

Notation 
(1) t means transpose 

(2) det means determinant 

(3) tr means trace 

(4) The normal distributions involved have mean s ~f and ~g and covariance 
matrices~ and r

9 
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tional distance and Kullback-Leibler numbers 
all belong to a class of distance measures 
which can be written as the expected value of 
a convex function of the likelihood ratio*. 
In fact Ali and Silvey25 have shown that the 
expected value of any convex function of the 
likelihood ratio has properties that might 
reasonably be demanded of a distance measure. 
In addition Wacker4 has shown that in feature 
selection such distance measures have a weak 
relationship to the probability of error. 
Kalaith 15 proved the same relationship for 
Divergence and the Bhattacharyya distance. 
Since the class of distance measures under 
discussion is b~sed on pdf's there is orobably 
a tendenc_y for these distances to reflect 
differenc~s in pdf's rather than cdf's. 

Of the distances pased on likelihood ratios 
the Bhattacharyya distance seems to have been 
gaining in favor. The prime reason for this 
is apparently the close relation between pro
bability of error and Bhattacharyya distance, 
as well as the relative ease of computing 
Bhattacharyya distance in theoretical pro
blems. Other properties of the Bhattacharyya 
distance which enhance its prestige as a dis
tance measure have been pointed out by Lain
iotis26 and Stein 27 . A property of consider
able theoretical utility is the close relation 
between the Bhattacharyya distance B, the 
Jeffreys-Matusita distance M and the affinity 
p namely 

)~ -8 ~ M = 2(1-p = 2(1-e ) 
Where 
B = -Lnp 
and 
p(F,G) = 1:

00
(f(~)g{~))~d~ 

8 

9 

10 

Because of the above relationships m1n1mum 
distance classifications made on the basis of 
the Bhattacharyya distance, Jeffreys-Matusita 
distance or affinity all yield identical re
sults, and consequently have identical proba
bility of error. 

The Jeffreys-Matusita distance is, however, a 
metric in a much larger class of distribution 
(see Table 1). This means that theoretical 
derivations regarding probability of error 
can be made using the metric properties of 
the Jeffreys-Matusita distance in this larger -
class, and the results are applicable if 
classification is effected using Bhattacharyya 
distance or affinity as well. This property 
has been used extensively by Matusita. 

While no strong preference for any distance 

* The likelihood ratio of densities f(~) and 
g(~) is f(~)/g(~). 

measure can presently be demonstrated the 
theoretical properties of the Bhattacharyya 
distance suggests that it might be a reason
able choice and the experimental results pre
sented later are based on this distance mea
sure. 

Minimum Distance Classification And Probabil
i ty of Error 

Considerable literature exists on the minimum 
distance method with Matusita 2a- 35 and Wolfo
witz36-39 being the chief contributors. Wolfo
witz's work is concerned primarily with esti
mation while much of Matusita's work deals 
with the decision problem. Contributions have 
also been made by Gupta 40 , Cacoullous 41 , 42 , 
Sirvastava 43 and Hoeffding and Wolfowitz 44 . 

In considering minumum distance decision rules 
a common requirement is to insist that by 
using arbitrarily large samples the probabil
ity of misclassifying a sample can be made 
arbitrarily small. This is the motion of con
sistency and it is a reasonable demand if the 
pairwise distance between all the sets of dis
tributions associated with each class is great
er 1;h~n z~rQ or 
d(n{iJ, nUJ) > o 
for a 11 i , j = l , 2, ... , k; i; j 11 
In parametric problems in which some distribu
tion is assigned to the parameter space the 
condition specified by 11 is equivalent to 
requiring that there is no overlap of regions 
of the parameter space associated with diff
erent classes. 

It has been shown 40 , 34 , 44 that any minimum 
distance classification problem for which 
equation 11 hold is consistent {probability of 
misclassification approaches zero as sample 
sizes approach infinity) provided the distance 
and distribution estimator utilized satisfy 
certain conditions. These conditions are that 
the distance used must be essentially a metric 
(metric property b(2) need not hold) and that 
for the particular distance measure and esti
mator used, the probability that the distance 
between the true and estimated distribution 
can be made arbitrarily small is one for in
finite sample size. Further it is shown that 
certain distances and estimators satisfy these 
conditions. In particular in the normal case 
these conditions are satisfied by using para
metrically estimated densities and the Bhatta
charyya distance 35 . Similar consistency 
results are not known for density histogram 
estimators. The known properties of consis
tency ·are summarized more rigorously and in 
greater detail by Wacker 4. 

It is the property of consistency described in 
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the previous paragraphs which makes the mini
mum distance decision rule potentially so att
ractive. In essence consistency says that if 
the condition specified by 11 is satisfied, 
and if sufficiently large samples are used 
then the probability of misclassifying a sam
P le shoul d be ver.y sma 11. Unfortuna te ly in 
classifying ·muitispectral data-images two pro
blems arise. 
(l) The number of distributions associated 
with any class is very large (perhaps almost 
infinite) and it is not practical to attempt 
to store all possible subclass distributions 
as is essentially assumed in deriving the con
sistency result described. 
(2) It appears that the condition of equation 
11 is frequently not satisified, or at least 
that distributions from different classes are 
often so nearly alike that the number of sam
ples required to distinguish them is impract
i ca lly large. 

When the condition specified by)equatiQry 11 is 
violated to the extent that nl 1 and nlJ) over
lap on a set of non zero probability then the 
minimum distance decision rule can obviously 
no longer be consistent; in this situation 
the probability of misclassifying a sample 
wil~ be finite regardless of sample size. 
Under these circumstances, except for the sim
ple parametric example treated by Wacker 4 , 
essentially no results are available. 

RESULTS 

Three different classifiers were used to obt
ain the experimental results. These classif
iers are known as LARSYSAA, PERFIELD and LAR
SYSDC. LARSYSAA is a vector by vector class
ifier based on the maximum likelihood decision 
rule 45 , while PERFIELD and LARSYSDC are mini
mum distance classifiers utilizing the Jeff
reys-Matusita or equivalent (Bhattacharyya) 
distance. LARSYSAA and PERFIELD are based on 
the Gaussian assumption and utilize paramet
rically estimated pdf 1 s while LARSYSDC utilize 
density histograms to estimate the pdf 1 s. All 
three classifiers assume equal subclass pro
babilities and operate in the supervised mode*. 

Two examples are discussed. The first example 
compares the sample classification accuracy 
(% samples correct) of a parametric with a 
nonparametric minimum distance classifier. 
The second example compares the vector classi
fication accuracy (% vectors correct) of the 

* Supervised refers to the fact that samples 
whose classification are know are available 
to "train" the classifier. 
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parametric maximum likelihood classifier LAR
SYSAA with the parametric minimum distance 
classifier PERFIELD. The data used in bath 
examples is essentially the same, but as sub
sequently described the training procedures 
differ considerably. 

The two examples discussed are problems in 
species identification of agricultural fields. 
In this context it is usually logical to ass
ume that all the measurement vectors from a 
given physical field belong to the same class. 
This assumption was made in defining samples 
for the minimum distance classifiers and in 
determining the classification accuracy of the 
maximum likelihood classifier. In other 
words, for the minimum distance classifiers 
each sample to be classified represents a phy
sical field, while for the maximum likelihood 
classifier all vectors from a field are assum
ed to belong to the same class. 

The data for the examples to be discussed has 
13 spectral bands and was collected by the 
University of Michigan Scanner. For ease in 
referring to different spectral bands the 
wavelength channel number correspondence of 
Table 3 is utilized. The data was collected 
at an altitude of 3000 ft., between 9:45 and 
10:45 a.m. E.D.T., on June 30, 1970, from 
Purdue University flightlines 21, 23 and 24 
respectively. The exact location and orient
ation of these flightlines, which are located 
in Tippecanoe County, Indiana, is shown in 
Fig. 3. The flightlines extend the 24 mile 
length from the north to the south end of the 
county and are roughly equally spaced in the 
east-west direction. Since the scanner geo
metry is such that at an altitude of 3000 feet 
the field of view is roughly l mile, the area 
covered by the three flightlines, approximate
ly 72 square miles, is about 1/7 of the total 
area in the county. The scanner resolution 
and sampling rate are nominally three and six 
milliradians respectively. This means that at 
nadir the scanner 11 sees 11 a circle about 9 feet 
in diameter and that the spacing between ad
jacent pixels is about 18 feet. Since the 
scanner resolution and sampling rate are inde
pendent of look angle the distance between ad
jacent pixels is approximately 30% larger at 
the edge of the scanner 1 s field of view with a 
corresponding change in the shape and area 
"seen II by the scanner. At the samp li ng ra te 
indicated there are 220 samples across the 
width of a flightline and each flightline con
tains 5000 to 6000 lines. This means each 
flightline contains somewhat more than 106 
pixels of which 10% to 20% are typically used 
for test purposes. 

For bath examples four principle ground caver 



categories are considered; wheat, corn, soy
beans and other. Although the other class 
includes a considerable variety of ground 
caver most of the agricultural fields in this 
category are either small grains (other than 
wheat) or forage crops. There are also some 
bare soils and diverted-acre fields. Sorne 
natural categories such as trees and water 
are also included in this class. For most of 
the subcategories for the class other ground 
caver is fairly complete, but the spectral 
properties of the ground caver are quite var
iable from field to field within a subcate
gory. Most of the wheat in the flightline 
was mature and ready or nearly ready for har
vest. In fact some portion of it had already 
been harvested. For corn and soybeans the 
crop canopy at flight time was such that the 
ground was not covered by vegetation when 
viewed from above and consequently the rad
iance is greatly influenced by the soil type. 
This fact makes it difficult to discriminate 
corn and soybeans at this time of year and 
consequently high classification accuracies 
are not to be expected, especially since corn 
and soybeans constitute a considerable fract
ion of the ground caver. 

Table 3 
Correspondence Between Channel Numbers 

and Spectral Bands 
Channel Number 

l 
2 
3 
4 
5 
6 
7 
8 
9 

10 
11 
12 
13 

Spectral Band 
(Micrometers) 

0.40-0.44 
0.46-0.48 
0.50-0.52 
0.52-0.55 
0.55-0.58 
0.58-0.62 
0.62-0.66 
0.66-0.72 
0.72-0.80 
0.80-1.00 
1.00-1.40 
1.50-1.80 
2.00-2.60 

While the particular training procedure used 
in each example is different some general 
observations are possible. It is evident that 
some of the variables which affect radiance 
tend to be constant within a physical field, 
but vary from field to field. Such variables 
are usually related to farm management prac
tices and include such factors as variety of 
species, fertilization rates, crop rotation 
practices, etc. Also the variability in soil 
type can normally be expected to be greater 
between fields then within fields. Consequen
tly it is not uncommon for all data from one 
field to be fairly 11 uniform 11 but still be 

quite different from the data from another 
field; even though the class (species) is the 
same in bath fields. In terms of probability 
densities the density from each individual 
field might reasonably be approximated by a 
normal distribution; in that it is typical 
unimodal and reasonably symmetrical, but the 
data from several fields combined frequently 
exhibit severe multimodality. Under these 
circumstances, in order that the Gaussian 
assumption is approximately satisified (for 
classifiers making this assumption), subclass
es are usually defined for each main class, 
such that the distribution for each subclass 
is unimodal. Perhaps if data from a suffi
cient variety of fields could be combined for 
a given crop species a unimodal distribution 
would result for each main class and the def
inition of subclasses would not be necessary, 
even for a parametric classifier. The class 
distribution in this case would naturally be 
broader than the distribution of any 11 subclass 11 

of which it is composed. It is presently not 
known in the above situation whether better 
classification is achieved with parametric 
(Gaussian) classifiers by using many sub
classes whose distribution are relatively 
narrow, or using fewer subclasses with broader 
distribution. In practice there appears to be 
a tendency toward the definition of many sub
classes. In nonparametric classifiers it 
should of course not be necessary to define 
subclasses as there is no need for densities 
to be unimodal. 

On the basis of the above discussion a fairly 
general parametric model which at least qual
itatively behaves much like the actual multi
spectral data results when every field asso
ciated with each main class is considered as a 
potential subclass. The variation in distri
bution parameters from field to field is acc
ounted for by a distribution over the para
meter space. This is precisely the problem 
previously formulated as problem Type II 
case (a). 

Example l - Parametric vs Nonparametric 

The classifications performed for this example 
can be segregated into the four categories 
shown below. 
1) Classifications with the parametric class
ifier PERFI ELD 
a) Every training field treated as a subclass. 
b) Data from all training fields for each 
principle class combined (no subclasses). 
2) Classifications with the nonparametric 
classifier LARSYSDC 
a) Every training field treated as a subclass. 
b) Data from all training fields for each 
principle class combined (no -subclasses). 
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In the classification procedure each flight
line was treated as a separate data set. The 
training and classification method is des
cribed for one flightline with other flight
lines receiving similar treatment. Initially 
test and training data must be defined. 
Every field of any significant size whose 
classification had been determined by field 
observation was included as a possible test 
or training field. These fields were segre
gated into the four principle classes. Rough
ly 10% of the fields in each class were then 
selected at random to serve as training fields. 
The remaining fields were used as test fields. 
Table 4 give a break down of the number of 
test and training field for each flightline. 
After the training fields had been selected 
the subclass or class densities were estimat
ed and stored. The test fields were then 
classified on the basis of their estimated 
densities by the minimum distance rule. The 
computations to estimate a density function 
for PERFIELD are substantially simpler than 
for LARSYSDC since for PERFIELD only the mean 
and covariance need be estimated while for 
LARSYSDC the density histogram must be gener
ated. A bin size of 5 was used for the dens
ity histograms in PERFIELD. (The data ranges 
was O to 256). Only 3 of the 13 channels 
were used in performing the classifications. 
These were selected in a more or less arbit
rary manner, although it was known that the 
selected set (1 ,8,11) were among the better 
subsets of channels. 

Table 4 
Number of Test and Training Fields 

Number of Test(Trainjng) Fields 
Flight- Soy-
line Total Wheat Corn beans Other 

21 218(22) 23(2) 79(8) 57(6) 59(6) 
23 141(15) 18(2) 58(6) 55(6) 10(1) 
24 156(18) 19(2) 52(6) 43(5) 42(5) 

The results of the classification are shown 
i n Fig. 4. Rather than present the classifi
cat i on results for each flightline individu
al ly t he performance averaged over the three 
fl i ght l i nes is gi ven. The results therefore 
gi ve some indication of t he classification 
accuracy one might expect on the average for 
this type of data for t he tra i ning method 
used. In view of the random 
nature of the traini ng procedure it is felt 
that this is a more meani ngful presentation 
than quoting t he results for each flightline 
i ndi vi dua lly. 

Example 2 - Maximum Likelihood vs Minimum 
Distance Classification 
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For this example the data from flightlines 21, 
22, and 23 was classified using: 
a) The parametric maximum likelihood classi
fier LARSYSAA. 
b) The ~arametric minimum distance classifier 
PERFIELD. 

The training procedure in this case is consid
erably different than the procedure for Examp
le 1. In this case small areas approximately 
one acre in size were selected from flightlines 
21, 23 24 on this basis of a sampling scheme. 
The sampling scheme simply used every nth acre 
in the flightline belonging to the class in 
question as a "training acre". The data from 
the acres selected in this manner was used to 
train the classifier. In this manner 59 wheat 
acres, 44 corn acres, 23 soybean acres and 46 
other acres were selected. The sampling rate 
n was different for the various principle 
classes. If every training acre were treated 
as a separate subclass a total of 172 sub
classes result. This number exceeds the cap
abilities of the classification programs. 
Consequently it was necessary to reduce the 
number of subclasses to a reasonable number. 
This was accomplished by means of a clustering 
program which groups together the acres within 
each principle class whose estimated pdf's are 
similar4 • As a result of this grouping the 
number of subclasses defined for the principle 
classes: Wheat, Corn, Soybeans and Other were 
4, 10, 6 and 10 respectively. Density histo
gram estimates of the resulting 4 wheat sub
classes are shown in Fig. 5. Note that even 
after clustering considerable evidence of 
multimodality still exists, particularily for 
the first subclasses. ln fact in some channels 
the contribution of all 4 acres assigned to 
subclass 1 are clearly evident. lt is poss
ible that this data should have been segregat
ed into a greater number of subclasses. After 
the subclasses had been defined by clustering 
the statistics (means and covariance) were 
computed for each subclass. The feature 
selection capability of LARSYSAA 45 was then 
used to select the 11 best 11 4 of the 13 channels 
for classification. This selection is based 
on the average. Divergence between all poss
ible subclass pairs, excluding subclass pairs 
from the same class. On this basis channels 
2,8,11 and 12 were selected. Using these chan
nels both t he training acres as well as the 
test fields were classified both with LARSYSAA 
and PERFIELD. The classification results for 
the training acres are shown in Fig. 6 while 
the results for the test fields (agai n 
averaged over t he 3 flightlines) are shown in 
Fig. 7. 



Discussion of Experimental Results 

lt is suggested that in evaluating a classi
fier a reasonable index of comparison is the 
overall average classification accuracy. This 
perfonnance index has the advantage that it 
gives an indication of the classification 
accuracy that might be expected from the 
classifier for similar data and training pro
cedures. For a relatively small data set, it 
is usually relatively easy to devise a train
ing procedure or classifier which superficia
lly looks superior but whose apparent superio
rity disappears when results are averaged 
over a number of data sets. A disadvantage 
of the suggested performance index is the 
necessity to do a reasonable number of class
ifications. 

On the basis of average classification accur
acy and the training procedures used there 
is no evidence that the parametric minimum 
distance classifier is superior to the non
parametric classifier. Neither is there any 
evidence that using a relatively large number 
of subclasses improves classification accuracy 
on the average. This is contrary to expecta
tions. 

Actually when each field is treated as a sub
class one would expect the nonparametric 
classifier to perform better than the para
metric classifier only if the Gaussian assum
ption was seriously violated for the various 
training or test fields involved. Furthermore, 
for th·e nonparametric classifier to exhibit 
any real advantage the nonnormal structure of 
the data must bear some resemblence from field 
to field (e.g. modes must appear in same 
relative positions). Since the nonparametric 
classifier does not exhibit any superior 
performance neither of the above factors 
apparently occur with any consistency. 

When the data from all the training fields is 
grouped one would expect that the data would 
be multimodal and that the nonparametric 
classifier would be much superior. The basic 
fallacy in this reasoning appears to be that 
although the class distributions are multi
modal the samples to be classified are usually 
unimodal. ln other words the distribution of 
any sample to be classified is not really a 
random sample from the distribution of any 
class. lnstead it simply tends to account 
for one of the modes in the class distribution. 
Furthermore, there is no apparent way of 
rectifying this situation within the constrai
nts of minimum distance classification. 

The fact that the parametric classifier does 
so well (comparatively) when no subclasses 

are considered attests to the robustness* of 
the Gaussian assumption in minimum distance 
classification. 

lt must be recognized that in assessing a 
classifier factors other than the performance 
index considered are of importance. One other 
factor that should be considered is the con
sistency of the results. That is, how near to 
the average can one expect to get for any giv
en classification. The variance in the aver
age performance is a measure of this consis
tency. In this regard, although the number of 
classifications is small , there is evidence 
that the nonparametric classifier is better 
than the parametric version and that for the 
parametric classifier the variance in average 
performance is increased by combining the data 
from many fields. This small advantage hardly 
warrants the additional complexity of the non
parametric implementation. 

The results comparing the minimum distance and 
maximum likelihood classifiers show fairly 
conclusively that in general the sample class
ification accuracy of minimum distance class
ifiers is higher than the vector classificat
ion accuracy of maximum likelihood classifier 
of the same data. This is true for both the 
test and training data. lt is recognized of 
course that the quantities being compared are 
by nature somewhat different but nevertheless 
they represent the natural method of express
ing the classification accuracy of each 
classifier individually and do afford some 
measure of comparison. This result agrees 
with expectations although a greater improve
ment might have been anticipated. 

lt is convenient to define the difference be
tween the sample classification accuracy and 
the vector classification accuracy as the im
provement factor. The exact value of the im
provement factor depends on the particular 
data but qualitatively it is obvious that for 
Type II case (a) problems the improvement wil l 
be very small or non existent both when the 
separation of the parameter space densities 
for all classes is large (one can 1 t improve a 
high vector classification accuracy much) as 
well as when no separation exists (subclasses 
of different main classes can then not be dis
tinguished by either classifier). The experi
mental evidence suggest that for moderate over
lap of the parameter space densities the impro
vement factor will be of the order of 5% to 10%. 

* A robust classifier is relatively insensi
tive to the underlying assumptions about the 
distributions involved. 
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In concluding it should be mentioned that no 
comparative computation times have been given. 
Thefact that the experiments involved a num
ber of different programs, two computer sys
tems (one in a time sharing mode) and the 
inherent dependence of processing time on the 
Classification Parameters and on the manner 
in which the datais stored (data retrieval 
time is by no means negligible) makes it vir
tually impossible to give meaningful compara
tive times. Suffice it to say that to class
ify a typical flightline time would be meas
ured in fractions of an hour to hours on an 
IBM 360 System Model 44, and that PERFIELD 
is the fastest classifier, followed by 
LARSYSDC and LARSYSAA in that order. 

CLOSURE 

Although only two examples have been present
ed numerous other classifications have been 
performed on similar data and the results 
generally support the results presented. 
Even considering only the classification dis
cussed the volume of data involved is quite 
substantial and is certainly adequate for a 
reasonable test. 

For the type of data considered two basic 
conclusions appear reasonable. 
(l) The classification accuracy of a non
parametric minimum distance classifiers, 
utilizing density histograms for estimating 
pdf's, is on the average not any larger than 
the classification accuracy of the parametric 
(Gaussian) classifier based on parametrically 
estimated pdf's. The variability in perform
ance of the nonparametric classifier appears 
somewhat smaller. Since the parametric 
classifier requires less storage and is faster 
than the nonparametric classifier the latter 
classifier is not an attractive alternative. 
(2) The average sample classification 
accuracy of a parametric (Gaussian) minimum 
distance classifier is larger than the aver
age vector classification accuracy of a max
imum likelihood vector classifier. lgnoring 
the problem of sample definition the minimum 
distance classifier is faster and is an att
ractive alternative to the maximum likelihood 
classifier in situations where it can be 
util i zed. 

The disparity between test and training re
sults for bath minimum distance and maximum 
likelihood classifiers is much greater than 
the differences due to classifier type or the 
specific implementation. This suggests that 
given the present state of the art greater 
improvement in classification accuracies will 
probably result from investigations intended 
to improve the training procedure than from 

590 

investigation of classifier types. 
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MULTISPECTRAL-MULTITEMPORAL PHOTOGRAPHY AND 

AUTOMATIC TERRAIN RECOGNITION 

Dieter Steiner 
Department of Geography 
Division of Environmental Studies 
University of Waterloo 

INTRODUCTION 

During the past few years progress has been 
made in the automatic recognition of terrain 
features on the basis of multispectral data 
gathering and pattern recognition methods. 
Particularly notable is research performed 
at the University of Michigan and at Purdue 
University (see, for example, Marshall and 
Kriegler 1971, and Laboratory for 
Agricultural Remote Sensing 1970) with 
sophisticated hard- and software, involving 
multispectral scanners'and digital and/or 
analogue computer processing. The author 
of this paper, more interested in methodo
logical aspects than in an operational 
system, started working in this area some 
years ago in Switzerland when at the 
Department of Geography, University of 
Zurich. These initial investigations were 
based on simple manual densitometric spot 
measurements on conventional aerial photo
graphy and their subsequent classification 
on a digital computer (Steiner et al. 1969). 

Since then, work bas been continued at the 
University of Waterloo with somewhat more 
sophisticated techniques. The purpose of 
this paper is to report on progress made 
and future plans within a project started 
two years ago. The different phases of 
the program are summarized in Table 1. 

1. DATA ACQUISITION 

From the beginning, it was the intention to 
explore the automatic recognition potential 
within the photographie spectral range. To 
this end an experimental multispectral 
camera setup was developed, drawing partly 
on experiences made with similar systems at 
the School of Forestry, University of 
Minnesota, St. Paul (Ulliman et al. 1970), 
and at the School of Planning, University 
of Tennessee, Knoxville (Haddox 1968). It 
consists of four electric Hasselblad 500 EL 
70 mm cameras with 80 mm Zeiss Planar 
lenses, a timer which permits simultaneous 
firing of all cameras at regular intervals, 
a viewer for operational control and a 

1st CDN SYMPOSIUM ON REr-OTE SENSING, 1972 

camera mount designed and manufactured by 
Strite Industries, Hespeler, Ontario. The 
complete system is shown in Figure 1. 

During the summer of 1971, three useful 
coverages were obtained with a Beaver air
craft over an agricultural area between 
Guelph and Elora. The emphasis was on black
and-white film, but some colour photography 
was taken as well. Table 2 lists the dates 
of photography and the film-filter combina
tions used. The basic photo scale is about 
1:30,000. Sorne limited extreme large scale 
(about 1:4,000) coverage was obtained over 
an area where painted ground panels with 
known different reflectances were laid out 
for calibration purposes. The black-and
white films were processed with sensitometric 
control in Professer Collins' photographie 
darkroom at the University of Guelph, whereas 
the colour films were processed by the 
National Air Photo Library in Ottawa. 

At this stage of the project, the emphasis 
is on the recognition of agricultural land 
use. Therefore, the crop cover in the study 
area was mapped in the field to obtain 
ground truth data. Sample black-and-white 
photos together with ground observed land 
use are shown in Figure 2. 

2. DATA PROCESSING 

2a. Film Digitization 

The first data processing step is film 
digitization. For this purpose an Optronics 
Photoscan is being employed. This is a 
high-speed drum scanner which digitizes a 
transparency to 8-bit accuracy (i.e., 256 
discrete gray levels within a density range 
of 0.0-2.0 or 0.0-3.0) with a spatial reso
lution of 50, 100 or 200)-1. The measurements 
are logged on magnetic tape. With the 
coarsest resolution, a 70 mm frame is digi
tized to about 90,000 picture elements, and 
the instrument performs this operation in 
about one minute. So far, only a few sample 
frames have been digitized, and no analysis 
of any kind bas been carried out as yet. 
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The following then is a brief account of 
plans for future work. 

2b. Image Compression 

One problem to be considered before any 
actual data processing can be carried out 
is the compaction of the image data to 
alleviate the enormous storage requirements 
for digital processing. According to 
Rosenfeld (1969) three methods can be 
considered and used singly or in combina
tion. These are encoding, sampling and 
quantization. Efficient encoding may take 
any of the following forms: 

1) Short codes can be used to represent 
gray levels that occur often, longer 
codes to represent gray levels that 
occur infrequently. 

2) If blocks of constant gray levels exist 
the image may be described in terms of 
sizes of such blocks. 

3) If successive gray levels are inter
dependent, previous levels can be used 
to predict the following ones, and only 
deviations from predictions need be 
encoded. 

An acceptable approximation may be obtained 
by taking the gray levels only at a limited 
number of sample points. The gaps between 
these points can then be bridged over by 
polynomial or sinusiodal interpolation. 
Obviously, this requires calculations when, 
for processing purposes, the full image 
has to be reconstituted. In other words, 
there will be a tradeoff between storage 
and processing time requirements. Quanti
zation approximates an image by reducing 
the original number of gray levels to a 
smaller one. The gray levels can be unevenly 
spaced, for example, such that they have 
about equal frequencies of picture elements, 
which permits to make most efficient use of 
a given number of levels. 

Still another approach produces an image 
transform (for example, Fourier transform), 
and applies compaction techniques such as 
quantization or sampling in the transform 
domain. An image can then be reconstructed 
by applying the inverse transformation (see 
Silverman 1971). 

2c. Image Registration 

Another problem is of a geometrical nature: 
In order that multispectral and/or 
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multitemporal image data may be compared and 
combined, the images in question have to be 
in proper register. It is believed that 
differential distortions due to the camera 
lenses operating at different wave-lengths 
(see Slater 1969) and also film dimensional 
changes are negligible with respect to the 
degree of resolution used (50..)1 at the most). 
The only sources of geometric distortions to 
consider are then positional and attitude 
changes of the photographie platform (i.e., 
roll, pitch, yaw, altitude and horizontal 
position). Since photogrammetric accuracy 
is not intended at this stage, an attempt 
will be made to register images by simple 
scaling, translation and rotation, thus 
disregarding effects due to tilt. To this 
end the position of a number of clearly 
defined match points will be determined with 
a coordinate measuring instrument. Should 
it turn out that the results are unsatisfac
tory, then, rather than trying to match 
image frames as a whole, a fit will be 
attempted for smaller image regions. Such 
procedures are discussed in Linstedt (1971). 

2d. Radiometric Corrections 

Conventional photo interpretation as well as 
automated techniques of image analysis 
depend heavily on the quality of tonal 
information. Ideally, the tone of every 
resolution element should be a consistent 
function of the vertical upward reflection 
of radiation from the corresponding terrain 
patch. Factors which tend to distort the 
radiometric values on an image and to 
increase their variability within a frame 
or from image to image are the following: 

1) Variable surface illumination (incl. 
shadows) due to gradient and orientation 
of terrain slopes; 

2) Change of terrain radiance with view 
angle (see Steiner & Haefner 1965); 

3) Atmospheric interference (attenuation 
and haze radiance) along the path from 
the ground to the camera; 

4) Change of atmospheric effects with view 
angle (as the path through the atmosphere 
becomes longer); 

5) Lens shading; 

6) Differences in film gamma due to produc
tion variation, age of material and 
processing. 



In order to eliminate these tone variation 
increasing effects and, consequently, to 
enhance the chances for a subsequent auto
matie recognition of terrain features, the 
introduction of .radiometric corrections will 
have to be considered. The calibrated 
ground targets mentioned earlier will serve 
to make adjustments for variable atmospheric 
effects. Changes in film gamma can be taken 
care of by processing the material with 
sensitometric control. 

More difficult is to correct for tonal 
changes as a function of within frame posi
tion (factors 2, 4 and 5 above). One 
possible approach to solving the problem 
is an analytical one whereby the influence 
of each component is determined separately 
first and the combined effect is derived 
subsequently. However, the necessary data 
are not readily available. Particularly 
difficult in this respect is the change of 
atmospheric interference as a function of 
view angle. It is very much dependent on 
the weather situation and the degree of 
atmospheric pollution at the time of photo
graphy and, consequently, available models \ 
for an "average" atmosphere are of little 
use. It is therefore proposed to determine 
the overall combined effect on a purely 
empirical basis, i.e., by trend surface 
analysis carried out on gray tones averaged 
from several images. The thus derived 
functions will then allow to apply appro
priate corrections. An alternative approach 
which would reduce the necessary processing 
time is a table lookup procedure (see 
Bakis et al. 1971). 

The most bothersome of these factors is 
terrain slope. Its effect cannot be removed 
by simple means. For the beginning a study 
area has been chosen with terrain that is 
not heavily accentuated so that the problem 
will be minimal and a correction unnecessary. 
Future investigations should consider this 
tone distorting factor as well, however. 
It is possible to determine slope automati
cally by means of optical-electronic correla
tion of two photos forming a stereo pair, a 
procedure already in use in photogrammetry 
(Konecny and Refroy 1968). Such a system 
would, of course, require photogrammetric 
control. The present project will have to 
resort to a simpler approach. The most 
promising would seem to be the comparative 
use of a digitized terrain model obtained 
from a topographie map of the same area. 
Such models have been used to automatically 
generate hill shading for topographie 
mapping (see, for example, Yoeli 1966). 

It is obvious that they could also be employed 
to achieve the opposite, i.e., to remove 
"hill shading" from aerial photographs. How
ever, the geometrical fitting of photographie 
images to terrain models will be an addi
tional problem. 

2e. Pattern Recognition 

The previous operations can be regarded as 
preprocessing steps. When appropriate pro
cedures have been found for them it will then 
be possible to proceed with an attempt to 
recognize terrain cover types portrayed on 
the photos automatically by combining multi
spectral and/or multitemporal information. 
It is obvious though that different prepro
cessing methods may affect the quality of 
the results in the recognition phase. 
Consequently, it may be necessary to go 
through the whole processing sequence several 
times and to experiment with different com
binations. 

Automatic classification techniques fall 
under the general heading of pattern recog
nition. A pattern, according to pattern 
recognition terminology, is a vector of 
measurements (called features) taken, in the 
case of remote sensing, on the imaged terrain 
area to be classified. The situation can be 
geometrically visualized with each terrain 
patch having a point location in the multi
dimensional feature space. The goal of 
pattern recognition is then to subdivide this 
space by linear or curved boundaries in such 
a manner that each ensuing region is asso
ciated with a particular class of terrain 
caver type. When these regions are defined, 
new observations can then be allocated to 
classes according to their location in the 
feature space. The usual procedure is to 
establish these regions on the basis of 
samples taken in a key or training area, to 
evaluate the resulting classification with 
respect to recognition accuracy, and then to 
further appraise the quality of the procedure 
by applying it to test areas outside the 
original training area. A number of differ
ent pattern recognition methods are available 
and will be experimented with in this project. 
To review them goes beyond the scope of this 
paper. They are discussed in recent papers 
by Fu (1971) and Steiner (1970). 

The features used as input to the pattern 
recognition phase are tonal and/or textura! 
measurements. The simplest approach to 
automatic terrain recognition consists of 
taking all the tonal (i.e., multispectral 
and/or multitemporal) information available 
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for each successive resolution element and 
of determining its class membership. A more 
elaborate technique tries to establish a 
classification on a per-field basis. This 
means that an image has to be subdivided 
first into homogeneous regions (agricultural 
fields for the purposes of this project). 
A classification of individual fields is 
then arrived at on the basis of all resolu
tion elements lying within this field, 
i.e., a vote is taken according to observed 
class membership frequencies. This 
approach is intuitively appealing because 
it is closer to the procedure used in con
ventional interpretation and better results 
in terms of accuracy can be expected. The 
automatic recognition of field boundaries 
by means of clustering or edge detection 
shows some promise (see Anuta 1970), but 
the problems involved are fairly complex. 
An easier, though not automatic, procedure 
is to determine these boundaries on the 
photo by visual interpretation, to digitize 
them and use them as a base for subsequent 
processing (Johnson et al. 1969). 

Once the potential of using tonal informa
tion for pattern recognition bas been 
evaluated, it is intended to experiment 
with textural information as well. This 
is somewhat more complex. The problem is 
to find adequate parameters which describe 
local textural properties. There are two 
principal approaches possible: 

1) Analysis in the spatial demain by 
deriving various statistical measures 
from the gray levels of the picture 
elements within the image region in 
question. An example are the various 
measures proposed by Maurer (1971). 

2) Analysis in the frequency demain. This 
requires the calculation of Fourier 
transforms for the image regions under 
scrutiny. An attempt can then be made 
to derive significant parameters from 
thé'se transforms. (Compare with the 
use of optically produced Fourier trans
forms as reported, for example, by 
Palgen 1970). Fourier transformation 
using digital techniques poses a problem 
with respect to processing time, but it 
can be minimized by resorting to a fast 
algorithm developed recently (Fisher 
1970). 

3. DATA DISPLAY 

The classification results obtained during 
the pattern recognition phase will be 
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displayed by computer mapping techniques. 
The use of the line printer for this purpose 
will be given first priority, because it 
allows translating the image raster directly 
into a decision output raster. The necessary 
software is available at this Department. 
The use of a XY-plotter for data display will 
be considered at a later stage. 

Computer mapping techniques will also be 
used in an intermediate phase to analyse 
radiometric distortions within the field 
of view and to check on the quality of image 
registration. 
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Table 1: Phases of the Waterloo project on automatic terrain recognition on the basis of 
multispectral and multitemporal photography 

Phases Purpose 

DATA ACQUISITION 

1. Photographie Flights 

2. Film Processing 

DATA PROCESSING 

1. Film Digitization 

2. Image Compression 

3. Image Registration 

4. Radiometric Corrections 

5. Pattern Recognition 

DATA DISPLAY 
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To obtain black-and-white multispectral 
coverage at different times of the year 
with calibrated reflectance ground targets 
and supplementary colour photography 

To process black-and-white films with 
sensitometric control -

To digitize film frames with drum scanner 
into machine-readable format 

To compact digitized image data with a 
view on computer storage requirements 

To bring multispectral and/or multitemporal 
image data into geometrical register so 
that they can be overlayed 

To decrease the variability of photographie 
tones by correcting for radiometric 
distortions (lens shading, view angle 
effects, film gamma changes, etc.) 

To combine the overlayed image data 
numerically into decision functions which 
allow a classification of terrain patches 
as to the nature of their cover 

To map the recognition results using 
computer output devices (line printer 
and plotter) 



Table 2: Coverage obtained w~th multispectral camera setup over Guelph-Elora area, 
Ontario, 1971 

Film Filter(s) 

Kodak Tri-X Pan Wratten 47B (Blue) 

id. Wratten 58 (Green) 

id. Wratten 29 (Red) 

Kodak Infrared Wratten 87 (IR) 
Aerographic 

Kodak Ektachrome Wratten HF3 + HF4 
(Haze-cutting) 

Kodak Aerochrome Wratten 12 (Yellow) 
Infrared (2443) 

Dates 

June 15 July 7 August 12 

X X X 

X X X 

X X 

X X X 

X X 

X X 

Fig. 1. Multispectral camera system with 
four Hasselblads and viewer in the 
middle. It fits into a regular 
camera mount. 
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Fig. 2a. 
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Sample photos of coverage obtained 
on July 7, 1971. Panchromatic/ 
blue filter image is in the upper 
left, panchromatic/green filter 
in the upper right, panchromatic/ 
red filter in the lower left, and 

infrared in the lower right hand 
corner. A frame sicle corresponds 
roughly to 1 mile on the ground. 
Area shown is on Swan Creek, 
southeast of Elora, Ontario. 



Fig. 2b. Land use sketch map. 

G small grains, undifferentiated 
MG mixed grains 
w wheat 
C corn 
H hay 
p improved pasture 
RP rough pasture 
F fallow 
w woodland 
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MICROWAVE RADIOMETRY FOR REMOTE 

SENSING FROM AIRCRAIT AND SPACECRAFT 

A.W. Adey, 
Communications Research Centre, 
Ottawa. 

ABSTRACT 

The primary aim of this paper is to draw to 
the attention of those concerned with surveys 
of the earth and near-earth environment, the 
potential of the microwave radiometer in the 
role of a remote-sensing device. It is 
based on a more extensive review which is 
being published as a CRC Report*, preprints 
of which have been made available to 
attendees at the symposium. This report 
identifies a number of major application 
areas and provides information on some 
primary sources of published literature. The 
referenced review, while not exhaustive in 
depth or scope of coverage, should still 
provide a useful statement of the status of 
an important and rapidly-developing area of 
remote-sensing activity. It could also serve 
as a basis for a more comprehensive study. 

The report first presents a short discussion 
of some basic principles of radiometry, 
followed by a number of general radiometer 
design factors based on these principles. 
The report continues with a review of the 
status of current programmes of airborne and 
satellite remote-sensing based on microwave 
radiometers. It provides details of device 
capabilities and limitations and outlines 
some research areas and problems . Studies 
involving penetration of sub-surface materials 
are noted. The final section of the report 
comprises a bibliography. In the choice of 
the references the emphasis has been on 
details of programmes, applications, operation
al factors and results, rather than on 
specific hardware. 

INTRODUCTION 

A preliminary review of the status of the 
remote-sensing area covered by the title of 
the paper has been prepared and is being 
published as CRC Report No. 1231, dated 
February 1972. Preprints have been made 
available to those attending this symposium. 

* Microwave Radiometry for Surveillance from 
Spacecraft and Aircraft. CRC Report No. 1231, 
February 1972. 
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For this paper some examples have been 
selected, for the most part from the works 
cited in the bibliography of the report, to 
illustrate (a) a number of the environmental 
factors on which the technique is based and 
which must be considered as facts of life in 
designing an experiment and interpreting the 
data; (b) some instrumentation and operational 
details of the USSR and USA programmes; and 
(c) a few results to illustrate possible 
applications of the technique. 

RADIOMETER OPERATION 

The technique is based on the fact that 
terrestrial materials have a wide range of 
emission factors at microwave frequencies, 
this factor being related to the electro
magnetic properties, the interna! structure 
and the boundary geometry. One attempts, on 
the basis of some prior knowledge of the 
probable magnitude of the emission factor of 
various terrestrial bodies and structures, to 
interpret the level of signal received 
(generally expressed in degrees Kelvin) in 
terms of the class of radiator (e.g. ship, 
water, ice, precipitation cell, etc.) or of 
some parameter of a particular class (e.g. 
the salinity of water or the vertical tempera
ture profile of the atmosphere). Sorne nominal 
terrestrial emission factors are listed in 
Table I. One can expect to find essentially 
the complete range, from close to zero (a 
perfect reflector) up to unity (a black body). 

The total radiation received by the radiometer 
will be made up of two components - the 
radiation or emission of the abjects or 
terrain under study, and that from a number of 
types of spurious or interfering sources. The 
latter can reach the radiometer either direct
ly through back or side lobes, or indirectly 
by transmission or reflection, thus complicating 
an experiment aimed at measuring emission. 
The interference can be due to (a) cosmic or 
galactic noise, which increases steeply with 
decreasing frequency, amounting to the order of 
100°K at 300 MHz and becoming negligible above 
2 GHz; (b) radiation from extra-terrestrial 
radio sources such as the sun, some of which 
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have a variable output; (c) atmospheric 
radiation, which originates in gases such as 
oxygen and water vapour and in precipitation 
cells, clouds and fog; (d) radiation from 
areas of terrain outside the main beam and 
suitably situated and oriented; (e) manmade 
interference, varying with location and time. 

Fig. 1 (Hogg, 1959) shows the level of the 
radiation to be expected, at a ground-based 
radiometer, from atmospheric oxygen and water 
vapour for a number of elevation angles. 
This was calculated for a water vapour 

-content of 10 g/m 3 at ground ievel, falling 
to zero at 5 Km., and is representative of a 
summer day in temperate latitudes. The 
strong effect of frequency (particularly in 
.the neighbourhood of the 22 GHz water vapour 
line) and elevation angle is evident. 

Figure 2 (calculated from Stogryn, 1971) 
illustrates an important factor in radiometry. 
This is the relation between the electro
magnetic properties of any radiating material 
and the depth in that material from which a 
significant amount of radiation can penetrate 
to the surface. The strong effect of salin
ity at the lower frequencies is evident, as 
is the fact that any radiation received from 
water, for frequencies above 2 GHz, originates 
in essentially the upper 1-2 cm. 

Theoretical studies suggest that, for 
frequencies below approximately 2 GHz, the 
brightness temperature of water should be 
sensitive to the salinity, with this 
sensitivity increasing with decreasing 
frequency. The curves of Figure 3 (from 
Paris, 1971) illustrate the effect. A recent 
experiment carried out with a lowest 
frequency of 1.4 GHz tends to confirm the 
prediction (Droppleman and Mennela, 1970). 

PROGRAMME DETAILS 

Tables II-IV summarize the current radiometer 
programmes of the USSR and of the NASA in the 
United States. Other smaller-scale U.S. 
programmes are being conducted under the 
sponsorship of the Coast Guard (mainly oil 
pollution studies), the Defence Department 
and Industry. The U.S. aircraft radiometer 
studies involve operation in approximately 
twenty different wavelength bands within the 
limits noted in Table II. 

EXAMPLES OF DATA 

A few results have been selected from the 
publications cited in the bibliography of the 
C.R.C Report No. 1231. The examples fall 
into three areas of remote-sensing applica-
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tion: ice reconnaissance, classification of 
land features, and detection and classifica
tion of targets in a water environment. The 
absence of a transmitter signal and the 
possibility of operating during darkness and 
considerable levels of precipitation are 
special advantages in many such applications. 

The first two examples are in the area of 
ice reconnaissance. The data in Figure 4 
(Basharinov, 1971), presumably from the Cosmos 
243 satellite, illustrate a presentation 
technique for classification of ice types on 
the .basis of multifrequency brightness 
temperatures. The example in Figure 5 (Adey 
et al., 1971 and 1972; Hartz, 1971) was 
selected from results of the initial field 
tests, off Resolute in February-March 1971, of 
a multifrequency, UHF radiometer being 
developed at the Communications Research 
Centre for application to the measurement of 
the thickness of sea ice. The recording 
shown was made during a flight at an alti
tude of 150 meters and at a speed of 140 
knots or 260 Km/hour. The deflection of the 
trace on passing from ice to water and the 
recovery over the ice in the lead might well 
have been somewhat restricted by the 
combination of aircraft altitude and speed, 
antenna beamwidth, radiometer time constant 
and the width of the lead. The data 
emphasize the sharp radiometric contrast 
between sea ice and water, and thus demon
strate the potential use of the technique 
in the areas of transportation and ice 
reconnaissance. 

Figure 6 (Richer, 1969) illustrates the 
brightness temperature of a vehicle as a 
function of the viewing aspect. The 
frequency was 35 GHz. Figure 7 (Richer, 1969) 
shows a scan taken at 35 GHz, which emphasizes 
the brightness temperature contrast between 
metal vehicles and wooded areas and the change 
in the level of radiometric signatures with 
distance. The exploitation by the microwave 
radiometric technique of the contrast between 
a metal ship and its water environment is 
illustrated in Figures 8-10 (Copeland, 1969), 
the frequency again being 35 GHz. The 
detail present in the barge signature of 
Figure 9 provides an example of the usefulness 
of the technique in target identification and 
classification. The analogy of the data of 
Figure 10 with a corresponding active radar 
system analysis is apparent. This is an 
application area where the possible advant
ages of combining an active and a passive 
system are just coming to be identified and 
investigated. 
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Table I. 
Emission factors of some terrestrial materials. 

Material 

Metals 

Sea Water - 1 GHz 
60 GHz 

Fresh Water - 1 GHz 
10 GHz 

Soils (Dep. on , 
moisture type) 

Thick sea ice 

Emission Factor 

0 

0.27-0.32 
0.5-0.37 

0.35-0.37 
0.38-0.39 

0 .6-1. 0 

0.8-0.9 

Table III. 
USSR Satellite Microwave Radiometry Progranune. 

Satellite - Cosmos 243 

(Cm.) - 0.8, 1.35, 3.4 and 8.5 

Beamwidth (deg) - 9 (at 8.5 Cm.) 
3.5 (others) 
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Sensitivity (K0 )- 2 (at 0.8 and 1.35 Cm.) 
0.7 (at 3.4 and 8.5 Cm.) 

Orbit - 319 X 210 Km. 
- 71. 3 deg. 

Table II. 
U.S. (NASA) Microwave Radiometry Progranune. 

(C240A is no longer in operation). 

Satellite Plans . (NASA) 

Skylab - 1.4 GHz (21 cm.) 

Nimbus - 19.3 GHz scanner (1.55 cm.) 
- 22.2, 31.4, 53.7, and 58.8 GHz 

(1.35 - 0.51 cm.) 

Aircraft - Lockheed P3A - 30 KFT. 
Convair 240A - 15 KFT. 

- Convair 990 - 35 KFT. 

Freq. (GHz) - 1.4 - 94 

(cm.) - 21 - 0.32 

Table IV. 
USSR Aircraft Microwave Radiometry Progranune 

Aircraft - IL - 18 

(Cm.) - (a) 0.8, 1.35, 1.6 and 3.2 
(b) 3, 10 and 30 

Sensitivity (K0
) - 1-2 

Altitude fKft.) - 30 
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NEW DIRECTIONS IN MICROWAVE RADIOMETRY 

FOR REMOTE SENSING 

M.A.K. Hamid, 
Antenna Laboratory, 
Department of Electrical Engineering, 
University of Manitoba, 
Winnipeg, Manitoba R3T 2N2. 

ABSTRACT 

The paper outlines the basic concepts and 
advantages of microwave radiometry as well as 
its applications in the remote sensing of 
surface level, moisture content and profile, 
properties of surface coatings and subsurface 
water and minera! deposits. 

INTRODUCTION 

Microwave techniques, though relatively a 
young field, have served military and indus
trial needs over the last three decades with 
surpr1s1ng progress. Such applications as 
microwave communications, antennas, radar, 
radio astronomy, etc. are well known to most 
electrical engineers. New areas have recently 
emerged such as microwave heating, microwave 
power transmission, microwave sensors for 
measuring nonelectrical quantities, microwave 
spectroscopy, and microwave tellurometry. 
These applications have lead to important 
industrial tools in the fields of biomedical 
electronics, transportation, telemetry, 
domestic and industrial heating of foods, 
curing of plastics, setting of glue, drying 
of printing ink, seed germination, milk 
pasteurization, grain drying and insect 
control. However, it should be noted that 
these applications have primarily resulted 
from the active approach, i.e. generation and 
transmission of waves, modulated or unmodu
lated, continuous or pulsed, and making use 
of reflected, transmitted, diffracted, 
dissipated or scattered power to monitor, 
control or initiate the process involved. In 
contrast, relatively little has been achieved 
with the passive radiometer approach which 
may be superior than the active approach for 
certain applications and complementary for 
others. 

The purpose of this paper is to outline some 
of the areas where microwave radiometry has 
been applied for remote sensing and the 
salient applications which either resulted or 
could be achieved with further investigations. 
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BASIC CONCEPTS 

The background of the microwave radiometer 
technique is that all objects in the physical 
universe which are not at absolute zero tern
perature radiate energy in the forrn of electro
magnetic waves. This is not surprising when 
we realize that matter is composed of electri
cally charged particles which are constantly 
undergoing energy changes because of thermal 
agitation. Furtherrnore, electromagnetic 
energy incident on a body may be partially or 
completely transmitted, reflected or absorbed 
depending on the nature of the body and the 
diffraction or scattering mechanisms involved. 

In 1860 Kirchhoff demonstrated that a good 
absorber is also a good radiator. An object 
which absorbs all radiation incident on its 
surface is commonly known as a black body and 
has a reflectivity r = 0, absorptivity a= 1, 
emissivity E =a= 1 while the reverse is a 
white body. All other bodies in natur~ are 
known as grey bodies. 

The apparent temperature of an object is the 
temperature that a black body would have to be 
at in order to radiate the same amount of 
power. As an example, the apparent tempera
tures of few bodies in the microwave region, 
say at 3 cm wavelength (X-band), are given 
below: 

s~ 
Sea 
Iceberg 

Emissivity 
<0.1 
0.3 
0.9 

Apparent Tem~. at X Band 
25 K 

125°K 
225°K 

Since the emissivity of metals is below that 
of most materials, and certainly below the 
emissivity of water, soil, ice, or open sky, 
there is obviously strong contrast between 
metallic and background dielectric bodies in 
general. 

Apart of the emissivity of materials, express
ed in terms of radiation temperature, there 
are two other significan t factors in microwave 
radiometry. These are the background noise 
temperature and the receiver parameters 
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(antenna gain and beamwidth, receiver time 
constant, noise figure and sensitivity). 
Considerable information about these para
meters is available in the literature [1-32]. 

From the classical theory of black body 
radiation, any perfectly absorbing body emits 
radiation at a wavel,ength À into an isothermal 
enclosure in accordance with Planck's radia
tion law: 

where 
h Planck's constant, 
c velocity of light, 
K Boltzmann's constant, and 
T absolute temperature of the body in 

degrees Kelvin. 
If at microwave frequencies we assume that 

ch« ÀT 
K 

then we have the approximate relation 

81TKT . 3 
EÀ z - 4- Joules/m 

À 
(2) 

which is known as the Rayleigh-Jeans equation. 
Since EÀ is the rate at which energy is 
radiated in a given direction per unit solid 
angle per unit area, i.e. 

E 
41T. 

À= C 1 À (3) 

where 
iÀ = intensity of radiation, 
then the power PÀ radiated over the range ôÀ 
is gi ven by 

2KTCM 2 . 
2 watts/m /sterad1an 

À 
( 4) 

where 
ôf = frequency range corresponding to ôÀ. 
Thus it may be shown that power received by a 
plane polarized antenna with gain G(0,~) is 
given by 

PR=~: f T(0,~) G(0,~)dn watts (5) 

n 
where 
B = bandwidth of the system, 
T(0,~) = temperature distribution across the 

body, 
dQ = element of the solid angle n subtended 

by the body at the antenna, and 
r,0,4> = spherical coordinate system with 

origin at the radiometer antenna. 
Si milarly, the power PG received from a grey 
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body is given by 

PG = !îT f f Te(À,0,4>) G(8,~)dn dÀ 
ôÀ n 

(6) 

where Te is the effective temperature defined 
by 

ô 
Te(À,0,q,) = e:(T,À,0,q,) · T(0,<f>) (7) 

It should be noted that, unlike PR, PG is 
dependent on wavelength due to the frequency 
dependence of the emissivity. It is obvious 
that, in the event the body of interest is 
surrounded by a radiating surface of different 
effective temperature, the quantity PG may be 
written as the stnn of a constant term plus 
another term of the form given in (6) except 
that Te is replaced by the difference between 
the body and background effective temperatures. 

WHAT ISA MICROWAVE RADIOMETER? 

A microwave radiometer is analogous to the 
human eye and is, in effect, an extremely 
sensitive radio receiver. This receiver is 
provided with a highly directional antenna, 
usually a parabaloidal reflector, and the 
technique of observation consists of directing 
the antenna at the abject or region of space 
under observation and reading the power picked 
up by the antenna, as indicated through the 
circuits and equipment associated with the 
output display of the receiver. 

BASIC ADVANTAGES OF MICROWAVE RADIOMETRY 

- High detection capability: detection signal 
is determined by (a) material emissivity 
relative to background, geometrical dimen
sions and position relative to ground level 
and antenna, (b) antenna gain, bearnwidth and 
bandwidth, and (c) receiver gain, time 
constant, noise level and sensitivity. 

- Simple, passive, continuous, contactless, 
low power and compact particularly with 
solid state receivers and active antennas. 

- Permits scanning, multifrequency operation, 
data storage, correlation and display at a 
center location. 

- Sensitivity improves with sea-state. 

- Hasan all-weather capability (particularly 
at lower microwave frequencies). 

TYPICAL APPLICATIONS OF MICROWAVE RADIOMETRY 

Environmental Protection: measurement of 
snow and ice thickness, flood levels, hail 



and rainstonns; oil pollution surveillance 
in lakes, rivers and high seas; monitoring 
of air and electromagnetic pollution in 
residential areas. 

- Agricultural Industry: monitoring of perma
frost and subsurface water; monitoring of 
flood conditions, hail and rainstonns and 
moisture profiles; optimum frequency for 
heating, pasteurization, insect control of 
agricultural products; counting and grading 
of agricultural products. 

- Electrical Industry: measurement of water 
level in dams, lakes, and rivers and fault 
diagnosis in cables and waveguides. 

Oil Industry: measurement of oil level in 
tanks and reservoirs; monitoring of void 
fraction, fluid density and speed in pipe
lines. 

- Paper and Textile Industry: measurement of 
moisture content and thickness of web 
materials. 

- Aviation Industry: detection of wind and 
rainstorrns; detection of airborne aircraft, 
landing strips and coastal lines. 

- Mining Industry: detection of oil, gas and 
minera! deposits. 

There are other applications in the fields of 
hydrology, oceanography and sediments which 
are discussed in detail elsewhere [16]. 

SPECIFIC APPLICATIONS OF MICROWAVE RADIOMETRY 

Monitoring of Surface Level: 
Adey [13] showed that the radiation tempera
ture of ice is the integral contribution from 
layers through which the emission is attenu
ated by a certain parameter. If instead of 
ice we have a liquid (e.g . water , oil) in a 
metal tank of reservoir, the contribution 
from the walls may be neglected while the 
received signal in a radiometer located at 
the ceiling is directly proportional to the 
type of liquid and the height. It is there
fore possible to relate the reading directly 
to the height of the fluid. It is obvious 
that this technique can be employed to 
monitor the water level in lakes and dams 
using airborne microwave radiometers. 

Moisture Content and Profile: 
Since the emissivity of web materials (e.g. 
paper, textiles) is proportional to the 
dielectric permittivity (and hence the 
moisture content), it is obvious that the 
variations in the receiver temperature 

readings are directly related to the varia
tions in moisture content. With a narrow beam 
antenna, high signal to noise ratio, short 
receiver time constant and proper calibration 
with a reference noise source, it is possible 
to construct radiometers to within 0.2°K 
resolution and to monitor the moisture content 
versus position along the web to better than 
0.1% accuracy. This accuracy is considerably 
better than the 0.25% now achieved at a higher 
cost by gamma ray and optical monitors. It is 
obvious that this technique can also be 
employed for monitoring the moisture profile 
(e.g. soils, stored granular materials, etc.) 
in the same manner as time domain reflect
ometery. Here the moisture profile is 
retrieved once the radiometer is extended to 
operate as a multifrequency radiometer. 

Monitoring of Surface Properties: 
The properties of a coating on a metal sub
strate can be characterized in terms of 
radiation ternperature measured by a sensitive 
microwave radiometer. Since the contribution 
from the metal is negligible, it is possible 
to calibrate a particular coated panel in 
terrns of a desirable or reference temperature 
and examine similar panels by comparison with 
the reference temperature. The technique is 
adequate for retrieving the thickness, 
moisture (or solvent) content, inhomogeneity 
and roughness of the finished surface. The 
accuracy of the technique is significantly 
improved when a second radiometer is employed 
such that the two forma short base interfer
ometer system using correlation receivers. 

Monitoring of Subsurface Water and Mineral 
Deposits: 
A narrow-beam high-resolution airborne 
radiometer may detect at low altitudes the 
depth and extent of subsurface water and 
mineral deposits. This is basically due to 
the difference in the effective temperatures 
of the deposit and the surrounding soil which 
leads to a sudden variation in the radiometer 
signature. The extent of the deposit can only 
be deterrnined from multiple passes, while the 
depth below the ground level requires refer
ence to a catalogue of data obtained through 
rather complicated multifrequency measurements. 

CONCLUSIONS 

It is anticipated that single or multiple air
borne multifrequency scanned microwave radi
ometers will be employed for the remote sensing 
of natural resources and continuous monitor
ing of nonelectrical parameters in a wide 
variety of industrial processes. 
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THE MEASUREMENT OF SNOW WATER EQUIVALENT 

USING NATURAL GAMMA RADIATION 

R.L. Grasty and P.B. Holman 
Geological Survey of Canada 

ABSTRACT 

The natural gamma radiation emitted by 
potassium, uranium and thorium is attenuated 
by snow. This attenuation depends on the 
water-equivalent depth of the snow layer. 
Air absorption coefficients were determined 
by flying at different altitudes over a uni
form test strip and used to calculate the 
absorption coefficients for water. Prelim
inary results using the Geological Survey of 
Canada high sensitivity airborne gamma-ray 
spectrometer indicated that a water
equivalent snow depth of 18 cm could be 
measured to an accuracy of 2 cm over suitable 
terrain. 

INTRODUCTION 

Since 1967 the Geological Survey of Canada 
in conjunction with Atomic Energy of Canada 
Ltd. has been developing a high sensitivity 
airborne gamma-ray spectrometer for the pur
pose of mapping surface concentrations of 
potassium, uranium and thorium from the air. 
During the past three summers, the system has 
been used to fly many thousands of line miles 
of experimental survey and reconnaissance 
profiles. In the winter the survey work is 
discontinued owing to the blanketing effect 
of the snow water layer. Parts of Canada, 
however, receive comparatively little snow
fall and it may still be possible to fly 
these areas and achieve satisfactory results. 
Experiments carried out in the winter of 
1970-71 on the absorption effect of snow 
indicated that the water-equivalent depth of 
a snow layer could be determined from a com
parison of the radiation pattern received 
with and without the snow layer. In Canada, 
snow-water surveys are carried out by a 
variety of agencies for the purpose of flood 
control, regulation of water to hydro-elec
tric power plants and reservoirs etc. These 
surveys generally consist of measurements of 
snow density using snow gauges over a network 
of points. The accuracy of these surveys 
depends on the variation in snow depth over 
the area concerned and the number of point 
measurements taken. An airborne technique 
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which could provide a quick and accurate 
measure of the water equivalent of snow would 
be invaluable. Research on the use of natural 
gamma emissions from the ground to measure 
snow-water equivalent has been carried out in 
the Soviet Union since 1965 (Kogan et al., 
1965; Zotimov 1968) and is now reported to be 
used operationally over large areas. Similar 
work has been carried out in Norway using 
total radiation (Dahl and Odegaard, 1970) with 
promising results. Recently the U.S. National 
Weather Service using a high sensitivity gamma 
spectrometer showed that snow-water equivalent 
could be measured to an accuracy of better 
than 0.5 inches over flat terrain (Peck et al., 
1971). 

GAMMA-RAY SYSTEM 

The principal gamma rays emitted by rocks and 
soils orginate from radioactive potassium-40, 
bismuth-214 and thallium-208. Bismuth-214 and 
Thallium-208 are decay products in the uranium 
and thorium decay series and both emit a com
plex pattern of gamma radiation, whereas 
potassium-40 emits mono-energetic gannna rays 
at 1.46 Mev. Potassium-40 gamma radiation and 
the high energy gamma radiation of bismuth and 
thallium travel several hundred feet through 
the air and can be monitored using an airborne 
gamma-ray spectrometer to measure surface 
concentrations of potassium, uranium and 
thorium. The airborne gannna-ray system oper
ated by the Geological Survey of Canada has 
been described by Darnley (1970). Briefly it 
consists of twelve 9" x 4" NaI (Tl) crystals 
kept at a constant temperature. The pulses 
from these twelve detectors are fed via a 
summing amplifier into a 128-channel analyzer. 
Plug-in program cards are used to select four 
windows of the spectrum for the measurement of 
potassium, uranium and thorium, and total 
radiation, from 0.4 to 2.8 Mev. Table 1 shows 
the windows selected and Fig. 1 a typical 
laboratory gamma-ray spectrum. A separate 
plug-in program calibration card monitors the 
position of the prominent potassium peak and 
the drift of the spectrum. Because the 
crystals are maintained at a constant tempera
ture, the drift is minimal and no adjustment 
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is normally made during the course of a 
flight. The counts obtained in the four 
channels are fed directly on to computer
compatible magnetic tape together with 
height, long and cross-track doppler posi
tion, time, date, line number and operating 
code. For normal survey work total count 
information is recorded every 0.5 seconds and 
the three photo peaks every 2.5 seconds. A 
radar altimeter is used to register the ter
rain clearance over the 2.5 second counting 
period. 

Due to the finite size of the sodium iodide 
detectors, a certain fraction of the thallium 
gaunna-rays impinging on the detectors are 
incompletely absorbed and appear as counts in 
the lower energy uranium and potassium win
dows. Similarly, bismuth gamma-rays can 
appear as counts in the potassium window. 
The fraction of the higher energy gamma-rays 
appearing in the lower energy windows are 
known as stripping ratios or Compton scatter
ing coefficients and h,ave been experimentally 
determined (Grasty and Darnley, 1971). 

THEORY 

When an absorber of thickness Dis placed 
between a detector and a point source of 
mono-energetic gannna-rays, the number of 
gamma-rays per second, N, received by the 
detector is given by the well-known expres
sion 

N = N e -µD 
0 

N0 is the number of gamma-rays per second 
received by the detector with no absorber 
andµ is the linear absorption coefficient of 
the absorbing material. 

In the case of a detector in an aircraft 
which is receiving mono-energetic gannna radi
ation from the ground, the absorbing material 
is the intervening layer of air. If the 
source can be considered as a homogeneous 
infinite half-space, the relationship between 
count rate N and height H of the aircraft is 
given by (Godby et al., 1952) 

N 

00 -µallie 
N f e dx 

0 

x2 

N E (µ H) ... 1 
o 2 a 

where N0 is the counts per second at ground 
level and µais the absorption coefficient of 
the air corresponding to the gamma energy. 
The function E2 (x) is known as the exponential 
integral of the second kind and is tabulated 
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(Placzek, 1953). When the ground is shielded 
by a snow layer of water-equivalent depth D, 
the count rate N may be expressed in a similar 
form (Godby et al., 1952) and is given by 

N = N E2 (µ H + µ D) 
o a w 

2 

µw is the absorption coefficient of the water 
and N0 is the count rate at ground level when 
no snow is present. 

The standard technique of measuring snow-water 
depth is to fly a preset course initially in 
the absence of snow and then with snow. The 
ratio of count rate N before snow and Ns with 
snow for any particular energy photo-peak will 
be given by the expression 

N = E2 (µaH) ... 3 

Ns = E2 (µaH + µwD) 

If µa and µw can be determined and H, the 
height of the aircraft is known, then the 
snow-water depth can be calculated. 

Kogan et al., (1965) have given a similar 
expression for the variation of total count 
with snow depth. However, the situation in 
this case is rather more complicated because 
gamma-rays originating in the ground can be 
Compton scattered in the air and arrive at the 
detector with a lower energy, causing a build
up in the low energy region. 

An alternative technique of snow-water mea
surement for which a pre-snow flight is not 
required is demonstrated in Fig. 2. This 
figure shows that with different snow-water 
depths the gamma gradient at any altitude is 
dependent on the snow-water depth. By flying 
a course at two different altitudes H1 and H2 
the ratio of the count rates N1/N2 is given by 
the equation 

Nl = E2 (µaH1+ µwD ) 

N2 E2 (µaH 2+ µwD ) 

... 4 

for which the snow-water depth D can be cal
culated. Fig. 3 shows the ratio of count 
rates at heights of 200 feet and 600 feet that 
will be obtained with different snow-water 
depths using experimentally determined values 
of the absorption coefficients of water and 
air for the thallium-208 photopeak. 



EXPERIMENTAL METHODS 

1. Air Absorption Coefficients: 

In order to determine the air absorption 
coefficients for the three photopeaks of 
potassium, bismuth and thallium, and also 
total count, it is necessary to have a test 
strip of homogeneous surface composition 
which is flat and easily accessible to ground 
measurements and also close to a body of 
water for accurate background radiation mea
surements. A suitable test strip was chosen 
on the flat terrace of the Ottawa River, the 
exact location is shown in Fig. 4. Ground 
measurements with a portable gamma~ray spec
trometer have shown that the surface composi
tion is relatively uniform (Charbonneau and 
Darnley, 1970). This test strip is used 
routinely by the Geological Survey of Canada 
in order to relate airborne gamma-ray spec
trometer readings with ground concentrations. 

All gamma-ray spectrometric data have to be 
corrected for background effects. This back
ground originates from .cosmic radiation, 
radiation due to the activity of the aircraft 
and its equipment and also the presence of 
bismuth-214 in the air. Radon, agas which 
is a decay product in the uranium decay 
series can diffuse through the ground into 
the air as it has a comparatively long half
life of 3.8 days. The radon decays by suc
ces~ive alpha emissions into bismuth-214 which 
being a charged particle is attracted to and 
attaches itself to any dust that may be pres
ent in the atmosphere. In routine mapping for 
geological purposes this background is deter
mined by flying over a large body of water so 
that ground radiation is reduced to negligible 
proportions. The height chosen is the nominal 
survey height of 400 feet. 

For measurement of air absorption, twelve 
flights were carried out over the 7-mile test 
strip during the summer of 1971 from 250 to 
800 feet at 50 foot intervals. In order to 
correct the data for background, flights were 
taken over the Ottawa River at several differ
ent heights. The results of the twelve 
fl i ghts corrected for background and Compton 
scattering in the crystals, are presented in 
Table 2. 

2. Ai rborne snow-water measurements: 

In February 1971 the test strip was_ flown at 
e i ght different altitudes between 400 feet and 
800 f eet at fifty foot intervals. These 
results are tabulated in Table 3. The follow
i ng day after only a light sprinkling of ·snow, 

density and depth measurements were taken 
along three 1000-foot profiles cutting across 
the flight lines. Twelve density and fifty
six depth measurements were taken. 

EXPERIMENTAL RESULTS 

1. Background: 

The variation of background with height is 
shown in Fig. 5, together with errors qf one 
standard deviation. The lines plotted are the 
computed 'least-squares' best fit, and indi
cate no significant variation in the measured 
range of 200 to 600 feet for thorium and 
potassium. Both the total and uranium count 
show a slight increase with altitude, but this 
increase is insignificant compared to the 
variation in count-rate over the test-line at 
all twelve altitudes, and the background taken 
at 400 feet can be assumed constant. 

2. Absorption coefficient: 

From equation 1, the count rate NH at height H 
is related to the air~absorption coefficient 
µa by the relationship:-

where N0 is the count rate at ground level and 
is to be determined. The optimum values of 
N0 and µa were computed using a 'least
squares' regression technique. The computed 
curves relating count rate and height are 
plotted for the three radio-element and total 
count in Figures 6, 7, 8 and 9. All count 
rates have been normalized to ground level. 

Water absorption coefficients were calculated 
from the air-absorption values using the rela
tion that a fixed mass of water is 1.11 times 
as effective in attenuating gamma-rays, of 
energy 0.4 to 3.0 MeV, as the same mass of air 
(Davisson, 1965). The absorption coefficients 
of air and water are presented in Table 4. 

SNOW DEPTH CALCULATIONS 

1. Standard Technique: 

This technique requires a survey flight in the 
absence of snow. A comparison of the count 
rates before snow and in the presence of snow 
can be used to compute the water-equivalent 
snow depths (Equation 3). Table 5 shows the 
results of the calculated and ground measured 
values using count rates obtained at the stan
dard survey altitude of 400 feet. 
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Because of fluctuations in the ground density 
and depth measurements, the standard error of 
the mean depth for the three ground profiles 
is also indicated. 

2. Gradient Technique: 

This technique requires no pre-snow flight 
and depends on the results of measurements 
taken at two different altitudes. The water 
equivalent depth can be calculated from these 
two measurements (equation 4). 

From the results of the nine flights carried 
out in the presence of snow, a minimum water 
depth of 15 cm. was indicated compared to the 
actual depth of 17.8 cm. as measured on the 
ground. It is apparent from the curves plot
ted in Figure 2 that for water depths greater 
than 7 cm. the gamma gradient shows little 
variation for flights carried out over 400 
feet. The statistical errors occurring 
because of low signal to background noise, do 
not allow the gradients to be measured to a 
sufficient accuracy for reliable depth deter
minations at these heights. 

This technique may prove to be successful for 
shallow water depths, flown at low altitude, 
where the gamma gradient shows the greatest 
variation and the accuracy of the measure
ments is increased considerably. 

DISCUSSION 

From the results listed in Table 5, it can be 
seen that the airborne and ground results 
agree within the limits of experimental error 
for all four energy windows. 

It should be pointed out that the total 
absorption coefficient will be dependent on 
the thickness of the absorbing layer. In any 
total energy spectra there exists a high pro
portion of low energy peaks. îhese low energy 
peaks are almost completely absorbed by 400 
feet of air and the total absorption coeffi
cient will decrease as the high energy peaks 
become more predominant. The total absorption 
coefficient also depends on the spectral com
position of the gamma radiation emitted by the 
ground. Fortunately over most of the Canadian 
shield the elements potassium, uranium and 
thorium exist in approximately constant 
proportions. 

Absorption in the uranium window is governed 
predominantly by the scattering of the higher 
energy thallium-208 gamma-ray photons. This 
is well illustrated by its unusually low 
absorption compared to that of thorium or 
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potassium. The higher proportion of thallium-
208 gamma-rays compared to those of bismuth-
214 results in a build-up of Compton scattered 
radiation in the uranium window partially com
pensating for the higher absorption of the 
lower energy peak. 

Scattering also occurs from the uranium and 
thorium channels into the potassium window. 
This scattering can be neglected except in 
exceptional circumstances of abnormally high 
uranium or thorium concentràtions, because the 
uranium and thorium counts are normally small 
in comparison to the potassium counts. 
Because the thorium window is receiving gamma 
rays of the highest energy emitted by the 
ground, no problem of scattering can occur. 
Provided the spectral characteristics of a 
test line are known, this scattering phenomena 
should be no problem to the snow depth 
determinations. 

In the past three summers' mapping work the 
average thorium over water background has 
remained constant within a very few percent. 
The uranium background showed a much greater 
variation and can change by as muchas 300%. 
Because of the low uranium count rate normally 
received, it is extremely important to obtain 
an accurate background prior to each flight. 
In most parts of the Canadian shield this is 
no problem as lakes of sufficient size for 
accurate background determinations are abun
dant. The total and potassium background show 
an intermediate variation between that of 
thorium and uranium and is found to be 
directly related to fluctuations in the 
bismuth-214 window. 

Air absorption coefficients vary with air 
temperature and pressure, because of changes 
in density. For large snow water depths this 
variation can be neglected as the absorption 
in the snow will be much greater than in the 
air. For shallow water depths the air absorp
tion coefficients should be corrected for this 
density change. 

Errors due to random counting statistics are 
generally insignificant over a course of more 
than one mile. Experiments carried out over 
a one-mile section of the test strip in the 
absence of snow, show that the average uranium 
count could be reproduced to better than 5% 
and the thorium to better than 2.5%. Results 
for bath the integral and potassium channels 
showed variations of less than 1%. As the 
snow depth increases, however, the signal from 
the ground decreases and the background noise 
stays at the same level resulting in reduced 
accuracy. This is particularly noticable in 



the uranium channel where the signal to noise 
is low. However, even at an equivalent water 
depth of 17 cm. the consistency of the 
results from all four energy windows indi
cates that appreciably greater snow depths 
could be determined. 

CONCLUSIONS: 

The high sensitivity gamma-ray system oper
ated by the Geological Survey of Canada has 
been shown to measure a water equivalent snow 
depth of 18 cm. to an accuracy of 2 cm. by 
monitoring the absorption in the potassium, 
uranium, thorium and total count channels. 
A gradient technique which does not require a 
pre-snow flight may prove useful at shallow 
depths and low survey altitude where the 
gamma-gradient changes appreciably with 
altitude. 
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TABLE 1 

SPECTRAL WINDOW WIDTHS 

__ ELEMENT _______ ISOTOPE _______ r-RAY_ENERGY _______ ENERGY_WINDOW_(MeV)_ 

HEIGHT 

K 

u 
Th 

K-40 

Bi-214 

Tl-208 

1.46 

1.76 

2.62 

1.37 - 1.57 

1.66 - 1.86 

2.40 - 2.80 

EK + U + Th 0.40 - 2.80 

T A B L E 2 

VARIATION OF COUNT RATE WITH HEIGHT OVER TEST STRIP (NO SNOW) 

INTEGRAL THORIUM URANIUM POTASSIUM 
(FEET2 ______ COUNT/0.5_SEC ______ COUNT/2.5_SEC ___ ___ COUNT/2.5_SEC ______ COUNT/2.5_SEC 

250 1212 133 41.4 553 

300 1072 118 37.7 474 

350 950 103 35.0 406 

400 888 95 35.7 360 

450 818 84 33.6 329 

500 732 77 28.0 281 

550 687 73 29 .4 262 

600 615 64 27.6 220 

650 556 55 22.7 204 

700 506 51 23.1 180 

750 456 42 22.3 150 

800 399 39 20.3 116 



T A B L E 3 

VARIATION OF COUNT RATE WITH HEIGHT OVER TEST STRIP (17.8 CM. WATER) 

HEIGHT INTEGRAL THORIUM URANIUM POTASSIUM 
(FEET) _______ COUNT/0.5_§~g _______ COUNT/2.5_§~g _______ COUNT/2.5_§~g _______ COUNT/2.5_§~g 

400 

450 

500 

550 

600 

650 

700 

750 

800 

362 

332 

298 

285 

268 

261 

248 

236 

215 

40 

38 

34 

32 

30 

28 

25 

25 

24 

T A B L E 4 

19.0 

15.7 

16.1 

16.8 

16.5 

16.2 

19.2 

16.2 

18.6 

EXPERIMENTAL LINEAR ABSORPTION COEFFICIENTS 

INTEGRAL 

POTASSIUM 

URANIUM 

THORIUM 

AIR 

0. OOll 3/Ft. 

0.00162/Ft. 

0.00066/Ft. 

0.00130/Ft. 

WATER* 

0,0321/cm. 

0 .0460/cm. 

0.0187/cm. 

0. 0368/ cm. 

*Calculated from Air-Absorption Results (see text) 

T A B L E 5 

GROUND AND AIRBORNE WATER-EQUIVALENT DEPTHS 

125 

lll 

97 

89 

83 

72 

69 

62 

56 

COUNTS PER · COUNTS PER AIRBORNE GROUND 
ELEMENT INTERVAL INTERVAL CALCULATED MEASURED 

(400 ft.,no snow) (400 ft., snow) -------------r-------------------------------------------------------------
INTEGRAL 

POTASSIUM 

URANIUM 

THORIUM 

888 

360 

35.7 

95 

362 

125 

19 

40 

17 .6 cm 

15.5 cm 

19.0 cm 

15.1 cm 

17.8 ± 3.0 cm 
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Figure 4. Location of Test Strip 
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AIRBORNE REMOTE SENSiNG OF RESIST~VîTY THROUGH 
THE USE OF E-PHASE TECHNIQUES 

J.H. Davies & J. D. McNeill 
Barringer Research Limited 
304 Carlingview Drive 
Rexdale, Toronto, Ontario 

INTRODUCTION 

The electrical resistivity of terrain is clo
sely related to a number of parameters of 
considerable practical and economic importance. 
For example, gravel and sand deposits tend to 
be highly resistive where soils having a high 
clay content are generally conductive. 

It is approp~iate to consider in this First 
Canadian Remote Sensing Symposium practical 
measurement problems and their possible remote 
sensing. Interest in nhe Arctic regions of 
Canada has greatly expanded in the past few 
years. Exploration activity continues to ac
celerate and the solution of certain problems 
which are unique to cold climates has become 
a matter of urgency. Fortunately the extreme 
conditions associated with the north lead to 
some interesting variations of geophysical 
properties of the environment. A good example 
of the radical departure from what would be 
regarded as normal conditions' becomes evident 
when one investigates the electrical resistivity 
of the ground. Indeed, it appears that knowledge 
of the se parameters will, in many instances, 
provide essential information about the consti
tution and physical state of the underlying 
terrain. This paper describes several_ applica
tions which are based on a · knowledge of th~_ 
subsurface resistivity and associated parameters 
They include: (a) measurement of sea-ice 
thickness, (b) location of permafrost in the 
discontinuous zone, (c) location of permafrost 
voids in the continuous zone, (d) measurement 
of the permafrost thickness in the continuous 
zone, (e) location of gravel and other aggre
gates in the discontinuous zone. 

A feature of special interest is that it should 
be possible to remotely sense all of the qua~ti
ti~s listed above from an airborne platform , 
either a fixed-wing aircraft or helicopter. 
This leads to two important advantages which 
have been recognized by the mineral exploration 
geophysicist; first, an enormous reduction in 
the length of time and cost required to survey 
a given are a, and s econdly the overall picture 
that arises from viewing the phenomenon in ques
tion ove r a large region, yielding a perspective 
which is not possible when highly localized 
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surveys are employed. In many cases the re
sults of an airborne survey, even when 
carried out at relatively coarse line spacing, 
serve to quickly delineate areas of enhanced 
interest for follow-up ground surveys. 

An airborne system called E-PHASE has been 
developed to produce resistivity maps at a 
cost which is fractional compared with ground 
surveys and at a speed which is at least an 
order of magnitude greater. The system 
utilizes radio frequency fields transmitted 
by government VLF stations and commercial 
broadcast stations, as well as transmitters 
especially installed for the survey. In 
the technique, the field strength of the 
quadrature component of the horizontal elec
tric field of the propagated wave is measured 
with respect to the vertical electric field. 
It can be shown that the horizontal component 
of electrical field is phase shifted by 45° 
with respect to the vertical electrical 
component over a homogeneous earth for a 
broad range of frequencies and ground resis
tivities. Measurement of this component is 
therefore related to the total horizontal 
field strength and can be used to derive the 
resistivity of the underlying terrain. The 
effective depth to which the resistivity is 
sensed is a function of the frequency of the 
radiation and surveys have been carried out 
using both broadcast band and VLF frequencies 
simultaneously. These two signals provide 
penetration depths varying between 10 feet 
and 100 feet for the broadcast band and 50 to 
500 ft. for VLF. Simultaneous use of two or 
more frequencies enables layering effects to 
be studied and show considerable potential 
for the mapping of permafrost distribution 
and the location of gravel deposits. 

THEORY OF E-PHASE SYSTEM 

Consider the geometry shown in Figure l; if we 
assume that the earth is perfectly conducting 
a measurement of the electromagnetic field 
components at a distance from the transmitter 
of at least five wavelengths (i.e. greater 
than 100 kilometers in the case of ·vLF trans
mitters) will show that there is a vertical 
electric field denoted by Ez' and a horizontal 
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magnetic field denoted by H. However, as the 
electrical resistivity of tKe earth increases 
from zero a horizontal component of electric 
field is generated which accounts for power 
flow into the now lossy earth. The field com
ponents are now as shown in Figure 2 where the 
horizontal electric field is denoted as E. 
For the case of a homogeneous earth, the ~ange 
of resistivity normally encountered in geophysi
cal surveys (1 to 10,000 ohm-meters), and if 
the measurements are made at VLF or broadcast 
frequencies, it can be shown that there is a 
very simple relationship known as the wave tilt 
between the horizontal electric field and the 
resistivity of the underlying terrain, as shown 
in equation 1, from Maxwell's equations to be: 

E 
Ex = (iw e:op) 1/2 (1) 

w 
e: 

0 

p 
i 

z 

2nf, f = frequency (Hz) 
permittivity of free space 
8.85 X 10-12 F/m. 
ground resistivity (ohm meters) 
(-1) 1/2 

Equation (1) shows that the ratio of horizontal 
vertical electric field strength is directly 
pro~or~i~nal to the squar~

1
r~o~ of the ground 

res1st1v1ty. The factor 1 / in the equation 
indicates that the electrical phase angle be
tween the horizontal electric field and the 
vertical electric field is 45°. Thus, the re
sultant electric field is in general ellipti
cally polarized. Measurements of the polariza
tion ellipse (called "wave tilt" measurements 
and basically measurements of the horizontal 
electric field) have been used for many years 
to determine the electrical properties of the 
ground and the most recent surveys have been 
carried out by the Norwegian Defence Research 
Establishment by Eliassen (1). Measurements 
of wave tilt cannot, however, be made from a 
moving platform since they require accurate a
lignment of the sensing antennas with respect 
to the surface of the earth. The horizontal 
electric field that is detected at VLF fre
quencies is of the order of 1% of the vertical 
electric field and any rotation of the 
horizontal electric field antenna results in 
serious errors due to picked-up vertical electric 
field. The problem is made more difficult by 
the fact that the vertical electric field is 
slightly tilted over topographie features and 
it is necessary for the horizontal antenna to 
follow the surface relief. 

Development of these electromagnetic equations 
(4) shows that measurement of W, the wave tilt 
is in effect a measurement of the surface 
impedance of free space (no): 
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Wave tilt w 
iwe: 

0 
y Zl 

0 

(2) 

A technique has been developed which surmounts 
this difficulty and which using equations (1) 
and (2) is the basis of the Barringer air
borne E-PHASE system (2) which directly senses 
ground resistivity. Briefly, in this instru
ment the vertical electric field is used as 
a phase refer~nce against which to measure 
the quadrature phase (i.e. that component which 
is 90° out of phase with the phase reference) 
component of the horizontal electric field. As 
equation 1 shows the quadrature phase component 
of the horizontal electric field will be reduced 
from the total value by the factor (2)-1/2 but 
this is of no importance since that factor can 
be included in the calibration. Because the 
measurement is made of the_ quadrature _phase 
component of the horiz9ntal electric field the 
system is essentially insensitive to smail rota
tions of the sensing antenna and also of the 
vertical electric field, such as might be caused 
by topographie relief. Such a system has been 
flown in several areas in Canada, and the United 
Kingdom during the summer of 1970 and typical 
results from such a survey are shown in Figure 
3 where the horizontal electric field has been 
converted to apparent resistivity using equation 
1, and contoured. subsequent measurements of 
the ground resistivity carried out using the 
conventional Wenner array have confirmed the 
accuracy of the airborne measurements. 

When the hom9g~neous _half space is replaced 
by a two-layered situation the phase and 
amplitude of the horizontal electric field 
becomes much more variable. Under certain 
circumstances however a considerable simplifi
cation takes place. If, for example, we are 
dealing with two-layered case in which the 
lower layer is highly conductive so as to be 
virtually a perfect reflector at the frequency 
in question and if in addition the upper layer 
is lossy and/or has a large dielectric constant 
it transpires that the horizontal electric 
field measured at the surface becomes basically 
a measure of the thickness of the upper layer, 
virtually independent of the resistivity of 
dielectric constant of this layer. This fact 
suggests that the technique should be very use
ful for measuring the thickness of sea-ice. 

SEA ICE MEASUREMENTS WITH E-PHASE 

The results of the theoretical calculations, 
plotted in Figure 4, illustrates the resulting 
horizontal electric field (quadrature phase) 
as a function of thickness for sea ice of 
various resistivity and dielectric constant. 
The calculations given here are exact; it is 
seen that for high resistivities the effect 
of varying dielectric constant is not signifi-



cant until very large thickness (of the order 
of 20 rneters) arise, and that the rnost serious 
limitation occurs for low ice resistivities 
when the electrical thickness of the ice be
cornes large, even for relatively srnall physi
cal thickness, and the ice becornes a significant 
fraction of a skin depth thick. This limita
tion should not prove serious since in reality 
thicker ice (generally rnulti-year) tends to be 
resistive. Thus rneasurernent of the horizontal 
electric field (quadrature phase) to high 
accuracy should yield a rneasurement of sea-ice 
thickness to equally high accuracy. 

There is a certain dependence of the horizontal 
electric field 6n the ternperature of the sea 
wat~r. This ternperature dependence arises be
cause a srnall fraction of the horizontal elec
tric field arises frorn the sea-water itself, the 
resistivity of which a function of ternperature. 
The current airborne E-PHASE system has the 
ability to detect a quadrature phase horizontal 
electric field as srnall as 0.1% of the prirnary 
vertical electric field. In order to achieve 
an overall resolution of one-half rneter in the 
ice thickness the detection resolution should 
be irnproved to approxirnately 0.02% of the pri
rnary field and this presents no problem in a 
specially designed unit. For the performance 
of an actual survey the E-PHASE equiprnent is 
installed in a suitable aircraft (either fixed 
wing or helicopter which has a radar altirneter 
to enable the pilot to maintain approxirnately 
constant distance from the ice surface. It is 
not necessary for this distance to be rnaintained 
within close tolerance. The type of navi'gation 
ernployed would depend on the purpose of the sur
vey and the usefulness of the ice thickness data 
will, of course, depend on how accurately the 
position of the aircraft was known at the tirne. 
The actual ground resolution which is achieved 
in the direction of the line of flight is 
determined essentially by the flying height, 
the greater the resolution. Thus, for highly 
resolved surveys a flight altitude of about 150 
ft. would be selected resulting in ground reso
lution of about 75 ft. In the situation where 
the system was being used to direct the passage 
of a ship through areas of minimum ice thickness 
it is possible that an onboard helicopter would 
be used and that the helicopter navigation sys
tem would consist of a radar link with the ship 
which supplied polar coordinates of the helicop
ter with respect to the ship. It would be quite 
fea~ible to telemeter the data back to the ship 
and to plot profiles of the ice thickness in 
real time so as to have up-to-date information 
about actual ice conditions. The annual mean 
maximum and minimum ice conditions are shown 
in Figures 5 and 6, where Figure 7 is a locating 
map with place names (3). 

DETECTION OF PERMAFROST IN THE DISCONTINUOUS 
ZONE WITH E-PHASE 

Physical Properties of Permafrost 

In Canada the permafrost region which underlays 
about the total land area is divided into 
two zones., based on the arbitrary selection by 
Russian permafrost investigators of the -s0 c 
isotherm of mean annual ground temperature, 
measured just below the zone of annual varia
tion. Regions to the north of this imaginary 
line are referred to as regions of continuous 
permafrost, those to the south as regions of 
discontinuous permafrost. In the continuous 
zone permafrost occurs everywhere beneath the 
ground surface except in newly deposited un
consolidated sedirnents where the climate has 
just begun to impose its influence on the 
ground thermal regime. The thickness of perma
frost is about 200' at the southern limit of 
the continuous z~n_e increa~ing ste_~qily to more 
than 1,000' on the northern part of t~e zone as 
Figure 8 shows. The active layer generally 
varies in thickness from about 1 1/2 to 3 feet 
and usually extends to the permafrost table. 
The temperature of the permafrost in this zone, 
at the depth at which annual fluctuations be
corne virtually imperceptible (i.e. less than 
about 0.1°F), known as the level of zero annual 
amplitude, ranges from about 23°F in the south 
to about S°F in the extreme north. 

In the discontinuous zone, frozen and unfrozen 
layers occur together. In the southern fringe 
of the zone, permafrost occurs in scattered 
islands a few square feet to several acres in 
size and is confined to certain types of' terrain, 
mainly peatlands as in Figure 9. Other occur
ances are associated either with the north
facing slopes of east-west oriented valleys, or 
with isolated patches in forested stream banks, 
apparently in combination with increased shading 
from summer thawing and reduced snow cover. 
Northward it becomes increasingly widespread 
in a greater of variety of terrain types. Perma
frost varies in thickness from about two feet 
to ten feet or more depending on local climatic 
and surface terrain conditions. The active layer 
does not always extend to the permafrost table. 
The _ternperature of the permafrost in the dis
continuous zone at the level of zero annual 
amplitude generally ranges from a few tenths of 
a degree below 32° Fat the southern limit to 
23°F at the boundary of the continuous zone. 

Civil Engineering Constraints of Permafrost 

The hazards associated with building structures 
such as pipelines, buildings, roads etc. through 
regions of discontinuous permafrost are dis-

649 



cussed in detail by Brown (5). Under low 
temperature conditions permafrost exhibits 
relatively high strength and hardness, which 
can be attributed in part to the cementing 
action of the ice which binds the soil par
ticles into a solid mass. The mechanical 
properties of frozen ground, in which ice 
fills some or all of the interstitional space 
between soil grains, therefore tend to ap
proach those of ice. The strength of frozen 
ground increases with decrease of temperature 
and, in general, with increase in moisture 
(ice) content. For some soils, such as clays, 
the increase in strength is relatively small 
at temperatures just below freezing, mainly 
because of the amount of unfrozen water in the 
material. Frozen sands that are well cemented 
by ice usually have considerably greater 
strength than fine grained materials, parti
cularly at temperatures nearing thawing. Al
though. frozen soil provides excellent bearing 
for a structure, its strength properties are 
greatly reduced with increase in temperature 
and, if thawed, may be lost to such an extent 
that it will not support even light loads. 
The most serious difficulties arise with those 
soils, usually fine grained, that have large 
moisture (ice) contents. When thawed these 
materials turn to a slurry with little or no 
strength, and large settlements or perhaps 
failure of a structure may occur. 

It is obvious that, as the north is developed, 
techniques must be established for quickly 
and accurately surveying the distribution of 
permafrost in the discontinuous zone. Fortu
nately, one of the useful properties of perma
frost is that its electrical resistivi ty is 
usually substantially higher than the resis
tivity of the corresponding unfrozen ground. 

Electrical Resistivity of Permafrost 

The magnitude of the resistivity change is 
variable and is the subject of considerable 
study. For temperature above freezing the 
ionic conductivity of soils depends upon the 
mineral composition, the amount of water and 
the salinity of the water. As the temperature 
of the soil is decreased below freezing, the 
fraction of free water to frozen water decreases 
with a consequent increase in the sample 
resistivity which depends on this ratio. At 
a given temperature the fraction of unfrozen 
to frozen water depends on the porosity, pore 
dimensions, salinity, and the mineral composi
tions of the soil. The resistivity of pure 
ice is very high. Figure 10 from Ogilvy (6) 
summarises this behaviour; it is seen that the 
relative change in resistivity upon freezing 
is much greater for saturated sand than for 
clay, and that the change of resistivity for 
the saturated sand occurs over a much smaller 
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temperature range. The change of resistivity 
of the clay sample illustrated in this Figure 
is in agreement with the results shown by 
Hoekstra (7), whose measurements on frozen 
silt are shown in Figure 11, where it is seen 
that the effect of freezing is to reduce the 
conductanee by approximately a factor of 10. 

Thus, although for very fine materials such 
as clay and silt the resistivity change on 
freezing is not extremely large, for the 
average soil it appears that the resistivity 
change upon freezing will be moderately great 
and that the measurement of this resistivity 
will assist in determining the existence of 
permafrost. 

It should be noted that there will always be 
some ambiguity since in some cases the resis
tivity of frozen soils consisting of very 
fine particles will overlap the resistivity 
of coarser material in the unfrozen state, 
especially if the latter is in a region where 
the ground water is relatively conductive 
(although the Russian results shown in 
Figure 11 do not indicate such an overlap). 
It is, at any rate, probable that a combination 
of airborne resistivity mapping and aerial 
photograph interpretation will suffice in many 
cases of interest to outline areas of permafrost 
in the discontinuous region. 

Application of E-PHASE to Location of Permafrost 

The use of the Barringer E-PHASE system to 
measure ground resistivity has been previously 
described and the results of a typical survey 
carried o~t _at YLF frequency are shown in 
Figure 3, wh~re the survey data has been pre
sented in the form of contours of apparent 
resistivity. 

Now at VLF frequencies (15 to 25 kilohertz) 
the penetration of radio waves into earth of 
average resistivity is relatively large and 
increases with resistivity as shown in Figure 
12. Thus, for soils having resistivity of 
the order of 1000 ohm-meters the penetration 
depth of radiation is 100 meters and the 
resistivity is actually sensed to approximately 
that depth. Since the resistivity increases with 
freezing, the effective penetration will be even 
larger for those areas where there is perma
frost. For many applications penetration of 
this order would be considered too large. If 
for · example, the reason for determining the perma
frost distribution is connected with the con
struction of highways, building sites, pipe-
lines etc. it is unlikely that the average 
depth of penetration should exceed 40 to 50 ft. 
Fortunately, the penetration depth for plane 
waves is a function of the frequency of the 
radiation and by utilizing a radio station 



having an appropriate frequency it is possible 
to control the effective depth. The obvious 
choice to achieve shallower penetration are 
radio stations operating at standard broad
cast frequencies. For example, a station 
operating at the top end of the broadcast 
bandwould have, for a given resistivity, 
a penetration of about 10% of that which would 
occur at VLF frequencies. Thus, at 1000 
ohrn-meters this depth would be of the order 
of 10 meters or 30 or 50 ft. This is obviously 
of the right order of magnitude and such broad
cast stations would make ideal transmitters 
for location of permafrost in the discontinuous 
zone. In fact, one would, in all probability 
carry out the survey _flying two recei vers sim
ul taneously, since this is quite feasible, and 
a good deal of additional information would be 
yielded by such a technique. In essence the 
two layer resistivity case, so familiar to 
geophysicists, would become partly resolved by 
this approach. Resistivity highs which appeared 
only on the broadcast band E-PHASE would have 
a small probability of exceeding a certain 
depth, whereas those wqich appeared only on 
the VLF system occur at a considerable depth 
and do not reach the surface. An attractive 
feature of E-PHASE is that, having presented 
the data in the form of apparent resistivity, 
it is possible to use the results of Figure 13 
to give some indication, given the apparent 
resistivity as to the depth of penetration 
and thus the depth to which the resistivity 
is being sensed. 

There is one disadvantage associated with the 
use of broadcast band transmitters in the 
far north and that is, of course, that they 
are relatively sparsely located ~-ancf unlike 
VLF stations described in earlier sections 
which can be received at distances of thousands 
of miles from the transmitter, the radiation 
from breadcast band transmitters falls to small 
values at -relatiyE?lY short distances from the 
transmitting. antenna, of the ord~r of 100 miles 
or so, depending on the transmitter power and 
ground resistivity. This should not present 
a serious problem for it is quite feasible 
to supply one's own transmitter, situated at 
the edge of the survey site. By placing the 
transmitter close to the survey area a simple, 
temporary antenna will suffice, and the radiated 
power need not be large. An additional ad
vantage of such a technique is that, within 
~he Î imits imposed by the Dept. of Transport, 
the frequency can be chosen to optimize the 
penetration depth. From such a simple antenna 
and low power transmitter it would still be 
possib l e, at frequencies within the vicinity 
of the broadcast band, t6 survey many hundreds 
of s quare miles wi thout having to relocate the 
t r ansmi tte r site. 

Table 1 lists the transmitters in the Yukon 
Terri tory and ._Northwest '.l'erri tories _ (simil~!'." 
information is available for the western 
provinces and presumably also for the State 
of Alaska), giving their frequency, call sign, 
power output and an estimated figure for the 
maximum range from the station at which the 
survey can be performed. This last quantity 
is determined by the field strength which is 
in turn a function of the transmitter power, 
transmitter antenna configuration, frequency 
and the average conductivity of the soil be
tween the transmitter antenna and the survey 
site. Because of the influence of these 
variables it is impossible to give an accurate 
figure for the field strength and for this 
reason the range is given in Table 1 and are 
estimates only. · Essentially all of the trans
mitters listed in Table 1 are operated by the 
Canadian Broadcasting Corporation as remote 
relay transmitters and measured field strength 
datais available once a specific site has 
been selected. It will be observed that there 
is a good selection of broadcast transmitters 
down the McKenzie River and that a 1 kilowatt 
station is located in Inuvik. This transmitter 
will provide more than adequate coverage of the 
McKenzie River delta. 

LOCATION OF CONSTRUCTION MATERIALS USING E-PHASE 

Physical Properties 

The normal electrical properties of soil encompass 
a wide range of resistivity. The most conduc
tive materials usually have a large clay con-
tent wherein ion exchange effects tend to enhance 
the conductivity, resulting in resistivities 

of only tends of ohm-meters. On the other 
hand under ordinary circumstances the most resis
tive materials are sands and gravels. For these 
materials the actual resistivity of the substance 
itself may be very high indeed, in which case 
the apparent resistivity of sand or gravel in its 
matrix is determined by the resistivity of the 
included water, which in turn is a function of 
the dissolved salts etc. Nevertheless, sand and 
gravel usually appear at the most resistive part 
of the spectrum, as shown in Figure 14 from 
Eliassen (1) which shows gravel to generally be 
in excess of 1000 ohm-meters. This figure is 
extremely interesting because it represents a 
statistical summary of a large number of "wave
tilt" measurements carried out in Norway in or der 
to determine the resistivity of various environ
ments. The results are particularly pertinent 
to this p aper for several reasons: first, the 
environment in Norway is probably somewhat 
representative of that to be found in many 
regions of Canada. Secondly, the res i stivities 
were actually determined using the "wave-ti l t" 
method and as already described the E- PHASE 
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technique is essentially a measurement of 
wave-tilt. From the figure it is seen that 
sand and gravel show the lowest conductivity 
of the unconsolidated sediments, although 
there is, as is always the case with geophysical 
measurements, some overlap. It is apparent 
from this table that measurement of electrical 
resistivity will materially assist in the 
location of sand and gravel deposits. Indeed 
the use of resistivity to locate gravel de
posits in the American Mid-West has been reported 
by Wilcox (8) nearly twenty years ago. As in 
the case of permafrost it is probable that data 
from an airborne resistivity survey would be 
enhanced considerably by the addition of aerial 
photography. 

The resistivity of sand and gravel depends to 
a certain extent on the environment in which 
the aggregate is located. Thus, for regions 
which are essentially clay-free and in which 
the ground resistivity is very high, one would 
expect the resistivity of aggregate deposits 
to be very high, probably in excess of several 
thousand ohm-meters. In contrast Wilcox's 
measurerœnts were made ïn lacustrine clay; in 
this environment apparent resistivity values 
in excess of a few hundred ohm-meters are 
an almost certain indication of sand and 
gravel. This is yet another example of the 
situation where geophysical airborne measure
ments must originate from a region about which 
a certain amount is known in order to lend some 
guidance to the interpretation of surveys 
carried out in completely new areas. Once 
confidence in the technique has been built up 
it is possible to reduce the required ground 
truth to a minimum. 

E-PHASE Survey Results 

The results of a photogeological interpretation 
of an area flown with a VLF E-PHASE system 
(survey results shown in Figure 3) are shown 
in Figure 13. The two figures illustrate a 
small section of a survey carried out in 
southern Ontario. The legend for the photo
geology is as follows: 

1 •• Gravel observed on the surface; 2+. 
2. Most probable areas for gravel deposits; 2. 
3. Intermediate unit between 2 and 3; 3+. 
4. General morainic deposit; 3. 
5. General morainic deposit with a possibility 

of the inclusion of outwash granular 
deposits, 4. 

6. Till and glacio-lacustrine sand and silt; 
5. 

The E-PHASE contours are those of "apparent 
resistivity" in ohm-meters where "apparent 
resistivity" is defined as the resistivity 
that a uniform half-space would ha~e to have 
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yielded the same value of electric field 
that was actually measured. It is to be 
expected, from measurements described in 
the literature that in this environment the 
resistivity of granular materials such as 
sand and gravel would exceed 2000 ohm-meters. 
Therefore, in the figure all those anomalies 
which have an apparent resistivity of 2000 
ohm-meters or greater and which coincide 
which photogeological areas interpreted as 
being of rank 2 or greater are designated as 
being of rank r, rra, or rank IIB. 

In comparing the two figures it is immediately 
apparent that the anomalous E-PHASE regions 
coincide in a great many cases with photo
geologically favourable regions. Conversely, 
the entire southwestern portion of the region 
is photogeologically uninteresting as is 
corroborated by the contours. E-PHASE in many 
instances connects isolated regions which have 
been designated as being of rank 2 or 2+ 
photogeologically. See, for example, the 
extreme northeastern area where a predominant 
regional strike of approximately northwest
southeast is suggested by E-PHASE, and the 
center of the area where various photogeo
logical areas of rank 2 are indicated by E
PHASE to be part of a structure striking roughly 
east-west. 

Seen overall, it is evident that E-PHASE, by 
virtue of the fact that resistivity is being 
sensed down to depths of the order of hundreds 
of feet tends, to tie in the physical charac
teristics of the region in a manner that is not 
achieved with the photo-geology, and that 
application of E-PHASE to a photo-interpretation 
adds a new dimension to the interpretation. 

Again, in view of the fact that at VLF frequencies 
the effective penetration depth is of the 
order of hundreds of feet and it is probable 
that sand or gravel found at this depth is of 
no economic value, it is obvious that such surveys 
should be carried out with the simultaneous 
application of E-PHASE systems operating at 
standard broadcast and VLF frequencies. The 
former will actually delineate the areas that are 
most likely to be sand or gravel of economic 
interest, the latter will give continuity to 
these results and will indicate the much deeper 
structures that are in many cases controlling the 
shallow surficial deposits. 

In this application the depth of penetration of 
the VLF waves would have been too great to detect 
surficial deposits. Since the depth of penetration 
of plane waves in a half-space is inversely pro
portional to the square root of the frequency the 
obvious way to overcorne such a limitation is to 
the E-PHASE technique at higher frequencies. The 
use of Prairie broadcast band AM radio stations 



results in penetrations only one-eighth of those 
achieved with VLF frequencies. Consequently 
the Saskatchewan survey (and others subsequent) 
used a dual band VLF-Broadcast E-PHASE receiver, 
to obtain complementary near surface deep logic 
information. 

Figure 15 is a block diagram of the dual freq
uency E-PHASE receiver concept. The antenna 
mount contains the vertical dipole antenna 
for the E signal pick-up and preamplification 
for both ~LF/Broadcast frequencies. The mount 
also contains the horizontal dipole for the Ex 
signal pick-up and preamplification at both 
VLF/Broadcast frequencies. The antenna mount 
is fabricated of some suitable insulating 
material such as fibre-glass. 

Within the main receiver console the E ref
erence signal is amplifier and supplieà as the 
reference to a phase lock loop which locks on 
to the signal. The E signal is detected in
phase quadrature withxrespect to Ez. Outputs 
of Ez (VLF and Broadcast) and Ex (VLF and Broad
cast) quadrature are provided for subsequent 
analog recording. 

In all of these test surveys carried out in 
the mid-west and Ontario the E-PHASE results 
demonstrated the importance of looking below 
the surface by depicting and delineating 
structures, trends and gravel deposits (sub
sequently proved out by ground follow-up coring, 
not recognized in the initial normal photo
interpretation. 
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TABLE 1 

LOCATION CALL SIGN POWER (WATTS 1 FREpUENCY _ (KHz) USABLE RANGE * (MILES) 

Beaver Ck. YT 40 690 10 - 25 

Carmacks YT 40 990 10 - ·20 

Clinton Ck. Y'!' 40 990 10 - 20 

Dawson YT. CBDE 40 560 10 - 25 

Destruction Bay YT 40 940 10 - 20 

Elsa YT CBDD 40 560 10 - 25 

Haines Jet. YT CBDF 40 ' 860 10 - 20 

Mayo YT CBDC 40 1230 10 - 15 

Swift R. YT 40 970 10 - 20 

Tes lin YT 40 940 10 - 20 

Watson L. YT 40 990 10 - 20 

Whitehorse YT CFWH 1000 570 50 - 100 

Fort Good Hope Nwr 40 920 10 - 20 

Fort Norman Nwr 40 920 10 - 20 

Fort Providence NWT 40 1230 10 - 15 

Fort Resolution NWT 40 1150 10 - 20 

Fort Simpson NWT CFMR 25 1490 10 - 15 

Fort Smith NWT CBDI 40 860 10 - 20 

Frobisher NWT CFFB 250 1200 25 - 50 

Hay R. NWT CBDJ 40 1490 10 - 15 

Inuvik NWT CHAI< 1000 860 50 - 100 

Norman Wells NWT 40 990 10 - 20 

Pine Point NWT 40 880 10 - 20 

Wrigley NWT 40 1280 10 - 15 

Yellowknife NWT CFYK 1000 1340 25 - 50 

*as discussed in the text the value for usable range is a very coarse estimate 

tz---v L F x--------
TRANSMITTER p=o 

Figure 1 Fi eld Veëtors-Lossless Earth 
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VLF 
TRANSMITTER p=po 

Ex l r= (ÎWEop} 2 
( 1) 

z 
w =· 27Tf where f = frequency (Hz) 

Eo =· permittivity of free spcice 

=· 8·;854 x.10-12 F/m 

p =·ground resistivity (ohm-meters) 
1 

=~ (-1)2 

Figure 2 Field Vectors-Lossy Earth 
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DETECTION OF ATMOSPHERIC CONSTITUENTS 

J.H. Davies & A. J. Moffat 
Barringer Research Limited 
304 Carlingview Drive 
Rexdale, Ontario 

THE REMOTE SENSING APPROACH TO AIR MONITORING 

One of the limitations of networks of 
pollution monitoring stations is that the 
data collected rnay be biased by highly local 
concentrations around the sarnpling point, 
and furtherrnore, it is of a two dimensional 
nature. More effective use of monitoring 
networks could be obtained if comprehensive 
and accurate forecasting pollution models 
could be developed. These models could take 
into account meteorological conditions along 
with major pollution concentrations to 
provide forecasts of pollution and enable 
major pollution sources, such as power sta
tions, to reduce ernissions prior to severe 
buildups by switching to low sulfur fuels. 

The new rernote .. sensing techniques of measuring 
pollution offer a powerful new tool for making 
complementary measurements to conventional 
pdlutîon monitoring networks. These measure
ments can include the monitoring of the total 
vertical burden of pollutant gases, the mass 
flow of pollutants across a boundary out of a 
closed area, the mass transport of pollution 
from one regional area into another, the dis
persion patterns of plumes from stacks and a 
variety of other measurements of interest. 
Many of these measùrements have three-dimen
sional characteristics _and are particularly 
well suited for integration with point sarnpling 
measurements to assist in the development of 
pollution models which can be used in fore
casting. Furtherrnore , remote-sensing techniques 
are not only applicable to use on the ground in 
both stationary and mobile fashion, but also 
to airborne surveys of pollution and even to 
spacecraft monitoring. It is therefore suggested 
that there is an important role to be played 
by rernote-sensing techniques in the control 
of pollution and that the study and further 
development of these techniques is very worth
While. 

The development of such remote .-sensing techni
ques for detection of air pollution, renders 
the whole field of atmospheric constituent 
and air quality open to new measurernents per-

formed rapidly on a time scale hitherto 
impossible. Such basic air quality measure
ment and remote sensing can be applied to a 
wide variety of fields such as the remote 
sensing of latent forest fires via their 
gaseous products of combustion, gaseous 
species of interest from an exploration earth 
resource standpoint and other numerous 
applications. 

OPTICAL CORRELATION TECHNIQUES APPLIED TO 
REMOTE SENSING OF GASEOUS ATMOSPHERIC POLLUTION 

The majority of gaseous pollutants exhibit 
optical absorption bands in the ultraviolet, 
visible or infrared portions of the spectrum. 
A bearn of light passing through a polluted 
atmosphere will develop an absorption finger
print depending upon the concentration and 
Pathlength of gas present in the bearn of 
light. The physics of this measurement is 
relatively simple in the case of those gases 
absorbing in the ultraviolet, visible or 
near infrared, but increases in complexity 
for the gases which show absorption in the 
thermal regions of the infrared. In -the latter 
case the temperature of the gas being measured 
becomes critical and when high-altitude measure
ments are being made, the effects of pressure 
also have to be taken into consideration. 

It is possible to measure concentrations of a 
gas by noting the absorption obtained atone 
wavelength corresponding to a strong absorp
tion band in the gas and comparing it with the 
absorption at an adjacent wavelength where the 
gas does not absorb. This_ simple technique, 
however, tends to be subject to interferences 
due to the fact that absorption bands are 
seldom unique and i t is generally impossible 
to pick a pair of wavelengths which will not 
suffer from some differential absorption due 
to the presence of gases other than the one 
being sought. 

An effective method of combating this inter
ference problem is to correlate a substantial 
portion of the absorption spectrurn of the 
gas being measured against a stored replica 
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or mask of the spectrum. The term correlation 
spectroscopy has been coined to describe this 
technique and the method will be described in 
greater detail below. 

While correlation spectroscopy is convenient 
to apply in the ultraviolet, visible and near 
infrared portions of the spectrum, it becomes 
more convenient to use interferometric methods 
in the middle and far infrared. Detectors are 
far less sensitive in this region and there is 
a much greater requirement for large light 
throughput in the detection device. This 
condition is satisfied by an interferometer and 
by scanning the path difference in the inter
ferometer and interferogram can be generated 
which may be converted into a spectrum by means 
of a fourier transform operation in a computer. 
In the correlation interferometer, however, 
the gas correlation is carried out directly in 
the interferometer against a stored replica of 
the interferogram of the gas being detected. 
The intermediate fourier transform step is 
omitted thereby greatly simplifying the approach. 
This is possible due to the fact that the 
fourier transform of agas spectrum is as unique 
as is the spectrum itself. 

CORRELATION SPECTROSCOPY 

The techniques and .applications of correlation 
spectroscopy have been under develoµnent for 
several years and have been summarized in 
several publications (ref. 1,2,3,4). 

The name of correlation spectroscopy arises 
from the fact that the main observable chosen 
as originator of the electrical output is the 
variation of the correlation function between 
a mask or array of exit slits situated in the 
exit plane of a spectrometer and the dispersed 
power spectrum produced in the spectrometer. 
The correlation· function between the dispersed 
power spectrum of the incoming light and the 
array of slits is nothing else but the power 
in watts passing through the mask from the 
dispersed power spectrum to a photo-sensitive 
device situated bèhind the mask. 

The technique is based on the Beer-Lambert Law 
of absorption; 

H(À) = H(À) exp (-cr(À)n.x) 
where 
H

0
(À) spectr~l irradiance of the light source 

(W cm- .nm-1) 
cr À absorption coefficient of the gas of 

interest (cm2 molecule-1) 
n - number of ~~sorbants per cubic 
centimeter (cm molecule) 
x - pathlength (cm) 

The first correlation spectrometer constructed 
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termed COSPEC I utilizes a f/3.6O Ebert Fastie 
spectrometer configuration of 1/4 meter focal 
length. 

The sensor optical system is shown schematically 
in Figure 1. The field defining fore-optics 
are comprised of the mirrors M and M

2
, 

a field lens and the spectrome€er entrance slit. 
The dispersed (power) spectrum of the incoming 
radiation is focussed at the exit mask. The 
angular position of the grating determines 
which portion of the spectrum is incident on 
the exit aperture. In order to obtain a time 
varying signal from the photodetector, the 
incoming spectral radiant power has to be 
spatially and/or time modulated; in this system 
both can be used. 

The spatial modulation is achieved by means of 
two fork-driven refractor plates situated 
immediately after the entrance slit. Although 
these plates have continuous motion, there are 
effectively only two positions of the plates 
seen by the incoming light beam. For fifty 
percent of the time each refractor plate sits 
at a fixed angle to the beam; thus, the beam 
"jumps" discontinuously between two different 
paths, producing a predetermined two-position 
cyclical displacement of the spectrum with 
respect to the mask. In this system then, the 
mask in the exit plane remains stationary and 
the spectrum jumps back and forth an amount . 
The refractor plates always introduce spatial 
modulation or jump. Time modulation of the 
light source is sometimes introduced. Also 
used, with or without time modulation of the 
light source, is another system employing 
spatial modulation. Superimposed on the sudden 
jumping of the spectrum across the exit mask is 
a smoothly drifting motion of the spectrum 
int~oduced by smooth rotation of the grating. 
This method is called spectral scanning. 

The response of the photodetector in amperes 
per watt of incident radiation is a function 
of the voltage across its dynode chain. By 
maintaining a constant photodetector response 
in the presence of source intensity variations 
via an AGC system, an accurate determination 
of C (concentration) is achieved. 

The tuning fork and associated oscillator 
circuit is located in the viewing unit and 
provides the basic system clocking standard. 
The fork determines the rate at which the 
spectrum is sampl~d.by virtue of the tyne 
mounted refractor olates and orovides ail the 
reference signals to the AGC circuit . 

In the most general case, this response can be 
expressed as: 



where a
2

, a
1 

are the average absorption cross 
sections per ppm-m of the chosen gas determined 
by the number of slits n of the mask when in 
position (2) and (1) with respect to the spec
trum. ~(~) is the ratio between the power 
passing through the mask in position (2) to 
that of position (1) if the chosen gas had not 
been present. ~ is the coordinate of a repre
sentative feature of the mask (completely 
arbitrary; i.e., it could be the beginning 
wavelength of the mask in position (1), and is 
used as the scan coordinate. In this way the 
factors affecting the response are divided into 
two main categories, one related to the chosen 
gas (a2-a

1
), and the other ~(~) dependent on 

the background, spectral radiance, filter 
function, and interfering gases. 

In normal operation, the no-gas offset is 
zeroed out, and agas measurement can be made 
using the gas-signal term as soon as a suitable 
calibration is performed. 

SO
2

/NO
2 

POLLUTION MEASURING BALLOON FLIGHT 

The bistable correlation spectrometer for so2 , 
NO2 and I

2 
was successfully developed and 

employed in various field measurement programs 
with such encouraging results that we specu
lated and subsequently proved the capability 
of the technique to undertake measurements of 
so2 and NO2 from aircraft altitudes. An Aero
commander aircraft was specially outfitted 
with a correlation spectrometer and undertook a 
series of successful flights over Toronto, 
Washington, Chattanooga, Los Angeles and San 
Francisco. Following upon the success of these 
airborne flight experiments and concurrent 
theoretical work evaluating the concept of 
operating correlation spectrometric equipment 
from high~altitude platforms, it appeared that 
the easiest way to simulate a satellite flight 
would be to undertake a high--alti tude-balloon 
flight experiment over a major pollution target. 

Thus a balloon project was sponsored jointly by 
the NASA Manned Spacecraft Center and the 
Canadian Department of Energy, Mines and Re
sources and Chicago was selected as the ideal 
site because of its large _population, heavy 
industrial activity, èxcellent ground monitor
ing network, and its proximity to Lake Michigan 
as a large background area. The prime aim of 
this experiment was to see how large the so

2 and NO signals would be when viewed from h1gh 
altituae, namely 114,000 feet. At this altitude 
the balloon would be above most of the ozono
sphere, which is the upper atmospheric layer 
of ozone which acts as a powerful absorber or 
ultraviolet light. When using the balloon 
platform the signals of the polluting gases are 
impressed upon the reflected light from the 
earth's surface, the light having made 

two passes through the air layer. Therefore, 
apart from its normal attenuation, the signal 
is diluted by atmospheric scattering. 

For the balloon flight two correlation 
spectrometers were flown, one measuring so2 
in the ultraviolet region, the other measuring 
No2 in the blue visible. These two gases 
had two critical problems in common, 
Fraunhoffer line interference in the solar 
spectrum and dilution of their spectral 
signatures due to atmospheric absorption 
and scattering. Sulphur dioxide measure-
ments had the added disadvantage caused by 
the strong absorption of the ultraviolet 
radiation by the ozonosphere, and the greater 
scattering of the shorter wavelengths compared 
to that which takes place in the visib·le 
region where the No

2 
was measured. Mathema

tical models had been developed and computer 
programs generated to model the instrument's 
performance to a variety of outside inter
ferences and calculate the optimum mask designs 
for the balloon spectrometers. 

The results obtained during the balloon flight 
over Chicago prove conclusively the viability 
of the correlation technique to monitor so2 
in the ultraviolet spectral region and No2 in the blue visible by clearly demonstrat1ng 
its efficient solar reflected radiation, 
modified by target gas signatures impressed 
at the earth's surface, can be obtained at 
satellite altitudes. Also the characteristics 
of the signals obtained at the balloon were 
identical to those theoretically produced by 
mathematical modelling. Figure 2 shows the 
data analysis for the so2/NO2 balloon measure
ments. 

All of the work described so far was undertaken 
using the bistable correlation spectrometer 
technique which only allowed the monitoring 
of one gas at any given instance. Obviously 
greater benefit could be obtained from an 
instrument which was capable of measuring 
both so

2 
and NO

2 
simuitaneously, and after 

various design studies were completed, a rota
tion dise dual gas correlation spectrometer 
was developed (COSPEC II). 

COSPEC II PASSIVE SYSTEM 

When the instrument is used as a true remote 
sensing instrument (i.e., using available 
natural radiance rather than any controlled 
light source), the value of ~(~) changes and 
so does a(~) = a 2 (~) - a1 (~). 

This fact, which is common to all passive 
remote sensing techniques regardless of 
method or spectral region, determines the 
direction to follow in order to obtain meaning-

667 



ful results from any instrument technique. 
In our particular instrument, whose output 
is given by equation (1), it can be seen that 
by appropriate modelling and instrumental 
parameter selection, two positions of the 
grating ~land ~2 can be found for which 
~(~) ~ ~(~ ), while the gas signals are 
difterent. ~he difference of readings 
from the first to the second is used as the 
physical observable. 

The technique is implemented by using directly 
the two mask pairs involved in the process, 
thus taking up the grating scan by masks 
positioning. For each pair, subtracting the 
value of the output in the two end positions 
would cancel the no-gas response leaving a 
component which depends on the characteristics 
of the chosen gas and on the value of ~( ~) • 
By doing this the effect of ~(~) vari ations 
is reduced to one term only, and is a scaling 
factor in this term rather than an additive 
one. By engraving the mask pairs needed for 
the obtainment of the response on a dise, 
the possibility arose of producing a multi-gas 
sensor as shown in Figure 3. The multi
stable technique has been incorporated in a 
commercial instrument known as COSPEC II. 

This instrument is capable of also monitoring 
two gases at the same time. Using the 
principle just described, a split grating and 
a dise with four pairs of masks is used (two 
pairs per gas). The instrument is a folded 
Ebert spectrometer and uses two cassegrain 
foreoptical telescopes for light gathering. 
One telescope is a direct recording and the 
other a maxwellian system thereby providing 
narrow and wide angle fields of view. _The 
rotational position of the dise . (masks) . is 
monitored by logic diodes, and two PM tubes 
are used to detect the signals. Internal 
calibration cells can be positioned in front 
of t he PM tubes to provide calibration re
ferences. 

COSPEC III LONG PATH MONITORING WITH ACTIVE 
LI GHT SOURCES 

One o f the problems of conventional monitoring 
of pollution with equipment t hat in jects a i r 
s amples, i s that t he measurement i s h ighly 
l ocalized and r e f ers to concentrations in 
the immediate vici ni ty of t he sensor. A new 
technique wh ich ha s been deve loped involve s 
the use of a high inte ns ity modulated be am of 
light that can be p::o jected ove r di s t.ances of 
one or two kilometer s and r eceived by a 
specially adapted correlation spectr ometer . 
Using this approach it is possible to measure 
the average ambient concentration of a 
pollutant gas along the beam of light as 
shown in Figure 4 . A commercial version of 

of this system, known as COSPEC III employs 
a 75 watt high intensity xenon source which 
is modulated at 2.5 kilohertz. The electronics 
circuitry in the COSPEC III equipment when 
used in the active mode is capable of separa
ting out the component of light that is modulated 
and detecting only the gas signals which are 
carried on the modulated light. 

One of the problems in developing the COSPEC III 
has been to achieve an extended range in order 
to make the system truly different from point 
sampling techniques. This has been achieved 
with considerable success by the use of 
phase locking techniques. The light beam is 
electronically modulated at a highly stable 
frequency and an auxillary detector is used 
in the spectrometer which detects the entire 
spectrum of light being radiated by the xenon 
~ource. A local oscillator which runs freely 
at a frequency which is approximately that of 
the modulated light source is locked onto 
the modulated light source using phase lock 
techniques. Once this frequency has been 
ac~uired by the phase lock loop, the local 
oscillator signal is employed in the signal 
processing t0 separate out the modulated com
ponent of light from the unmodulated daylight 
component. This technique of signal processing 
achieves an effective filtering bandwidth in 
the system of a fraction of a hertz and enables 
far greater ranges to be obtained with a given 
power of light source than would otherwise be 
possible. 

Figure 4 illustrates schematically the long 
path monitoring approach. Its great ad
vantage is that average concentrations over 
large areas can be monitored with a single 
instrument. For example, it is possible to 
have four remote light sources separated from 
the monitor in four different directions. 
The monitor can be used for sequentially 
scanning each of the light sources, thereby 
measuring concentrations with a single 
instrument over an areas which may be four 
kilometers in diameter. An added featur e of 
the long path monitoring approach i s that since 
an active light source is used, a twenty-four 
hour monitoring capabi lity r esults. 

CORRELATION I NTERFEROMETRY 

Correlati on int er f erometry like correlation 
spectrometry is based upon cross - cor re l a t i on 
of incoming s ignal against a stored replica -
in this instance we work with interferograms 
which a re the Fourier t ransforms of the input 
spec t r a. (Re f . 5 & 6) A basic Michelson 
correl ation interferometer is shown in 
Figure 5 . The beamsplitter B provides ampli
tude division of the input spectra frorn F 
which suffers reflections frorn mirrors M1 



and M to recombine at the detector D. Here 
C is ~e compensator plate added by Michelson 
to balance the two optical arms. By suitable 
selection of the position of movable mirror 
M2 , the two beams can be caused to recombine 
at D in-phase and hence be additive. If M 
is now moved one quarter wavelength, a patfi 
change of half a wavelength results causing the 
beams to arrive in-phase and hence a minima 
occurs at B. If the compensator plate is now 
oscillated about its central position, a cyclic 
delay is introduced into the one arm thereby 
unbalancing the interferometer to generate 
the well known interferogram. Figure 5 shows 
the interferogram resulting from a single wave
length input. Figure 6 depicts the forms of 
various interferograms resulting from several 
spectral inputs - namely a single discrete 
wavelength, two discrete wavelengths and finally 
a series of equispaced spectral lines. 

Recent progress in correlation interferometry 
has resulted in the development of the COPE 
field widened scanning Michelson correlation 
interferometer f9r General Electric's NASA-
LRC COPE program. This instrument has been 
developed to remotely measure CO burdens to 
detect CO anomalies associated with the CO 
sink mechanism. Figure 7 shows the first 
overtone absorption spectrum of CO in the 2.3 
micron region and its interferogram while 
Piqure 8 shows a block diagram of the general 
Signal processing involved. The interferogram 
centered on the delay region characteristic 
of CO is scanned by the oscillating refractor 
plate. The interferogram is heterodyned down 
to remove the high frequency interferogram 
carrier by mixing with a reference signal. The 
heterodyned signal is sampled and A to D con
verted for finally processing within a mini
computer. At this final stage correlation 
functions are applied to reduce the effects of 
spectral interferences which of course show up 
as interferogram interferences in the delay 
demain of the interferometer. The process of 
correlation can best be visualized as the 
application of fixed amplitude digits cross
multiplied with the interferometer's output 
interfero.gram to normalize i ts output to re
present zero CO gas output when no CO is present 
within the field of view, regardless of any 
interfering gases. 

Theoretical modelling and atmospheric radiative 
transfer studies enable the weighting functions 
to be calculated for various model atmospheres. 
Subsequently, the instrument can have its in
program weights continually updated through 
actual field measurements to ensure no-gas 
output for no-gas input. In our particular 
COPE breadboard model the interferogram is 
A to D converted and the weights held within 

the minicomputer as digital nurnbers applied to 
the digitized interferogram. 

The advantages afforded by interferometers 
result from their large throughput, the 
spectral multiplex advantage, compact yet 
flexible design poss ibilities and ready means 
for incorporation of correlative techniques 
for electronic processing, the latter obviating 
one of the major disadvantages of Fourier 
transform spectrometers, namely that of 
transforming the Fourier output back toits 
original spectral form for analytical interpre
tation. 

The technique of correlation interferometry 
has been considered as a suitable instrumen
tal approach for the detection of latent 
forest fires by detecting the trace gaseous 
products of

8
combustion associated with such 

small fires . Such considerations require 
a study of the chemical combustions of the 
various wood species, the chemical thermo
dynamics of the combustion and its related 
oxygen supply. For latent fires it is rea
sonable to assume low temperature combustion 
processes are those of major concern, and 
that such latent fires and/or grass fires 
would develop in reasonably open spaces, 
albeit covered by a treed canopy. Several 
Workers have evaluated the gaseous products 
from wood combustion and even experimental 
forest fires. The two most copious gases 
emitted are CO and co2 , which is naturally 
reasonable to expect and hence close in direct 
applicability to the same detection techno
logies we are working with in the COPE program. 
While never considered before the detection of 
such latent fires by their gaseous products is 
not only theoretically feasible but proves on 
closer examination to be both desireable and 
pratical. 

ATMOSPHERIC PHYSICS 

For remote sensing of air pollutants a natural 
radiation source must be available to provide 
the background energy upon which the character
istic absorption spectra will be superimposed. 
This radiation from the earth as a blackbody at 
300° and Figure 9 shows this distribution of 
energy. 

Another important consideration in the remote 
sensing operation is the transmission of the 
atmosphere in the spectral region of interest 
and several recognized windows occur. '.l'bere 
are advantaqes and disadvantages to working in 
the ultraviolet region and this applies also to 
the infrared region, and dependent upon the type 
of measurements to be made, tradeoffs have to 
be performed to ascertain which wavelength 
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region offers the greater benefits. While 
a detailed analysis of the advantages and 
disadvantages of the ultraviolet versus in
frared sensing is not possible in this paper, 
the salient features are: 

1. Ultraviolet sensing has the advantage of 
high solar flux available as a natural 
energy source, combined with the ability 
to penetrate the earth's atmosphere which 
is fairly transmissive in this region, 
right down to ground level. However, 
daylight sensing only is possible. 

2. The disadvantages associated with ultra
violet remote sensing are the greater 
atmospheric scattering problems - Raleigh 
Mie and aerosol. The absorption of 
ultraviolet radiation by the ozonosphere, 
and of course loss of ultraviolet radiation 
if one penetrates too far into the UV 
because of the fall-off in solar radiation 
available from the solar photosphere. 
Below 2800 ~-

3. The advantages of working the infrared 
region are the greatly reduced atmospheric 
scattering problems since IR wavelengths 
are now large in comparison to small 
particle and molecule diameters. Also IR 
operations using the earth's thermal radia
tion as the sou~ce give 24 hour capabilities. 

4. The disadvantages of the infrared region are 
the strong interference effects from natural 
atmospheric species such as water vapor, 
co2 , ozone, etc. Also beyond 3.5 microns the 
thermal emission from the earth is greater 
than that energy caused by reflected and 
scattered sunlight and this thermal emission 
is modified by the thermal structure of the 
atmosphere. Consequently infrared probing 
of the atmosphere down to ground level is dif
ficult and in several cases impossible. This 
severely affects the applicability of these 
techniques for monitoring air pollutants in 
the thermal IR region for several important 
air pollutant species have characteristic 
spectra (co2 , so2 , o

3
, etc.). 

The ability of any remote sensor to monitor 
effectively atmospheric constituents demands 
the capability of monitoring the burdens close 
to the surface of the earth, which in turn 
entails the developing of techniques to probe 
the atmosphere down to ground level. One 
technique which provides this capability is 
the ground chopper concept9 . 

THE APPLICATION OF GROUND, AIRBORNE AND 
SATELLITE MOUNTED REMOTE SENSORS TO POLLUTION 
MONITORING 
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One of the principal types of measurement 
that can be made using remote-sensing 
techniques for pollution monitoring is the 
estimation of total vertical burden. This 
measurement refers to the amount of gas that 
lies in a colllll\n above a unit area of ground 
and can be expressed for example in milli
grams per square meter indicating the mass 
in milligrams of the gas which lies in a 
vertical column of air above a square meter 
of ground. Measurements of vertical burden 
can be made with the remote sensor placed in 
a vehicle looking vertically upwards or 
can be made from an aircraft or spacecraft 
looking vertically downwards using light 
reflected from the ground. 

An important derivation that can be made 
from vertical burden measurements is an 
estimation of the mass transport of a pollu
tant. Thus when a traverse line of vertical 
burden measurements is made from a vehicle, 
it is possible to combine these measurements 
with information on wind velocities in order 
to compute the mass of gas being transported 
across the traverse line. This concept· can 
be made with vehicle mounted equipment 
looking vertically upwards beneath a smoke 
plume. The same principle can be applied to 
an entire plant such as a refinery. A cir-
cuit around the plant with upward looking 
equipment can be used to calculate information 
on the mass production of the refinery of 
sulfur dioxide .and nitrogen dioxide. The 
pollutant output from localized sources can be 
quoted in figures sÙch as tons per hour or tons 
per day, while mass transport across a boundary 
can be given in tons per kilometer of traverse 
line. Examples of mass burden and cornputed mass 
transport measurements are shown in Figure 10. 

The illumination used in vertical upward 
looking mode is derived from Raleigh backscatter 
in the atmosphere. The overhead hemisphere 
of scattered daylight is of sufficient intensity 
to rnake possible high quality measurernents of 
sulfur dioxide and nitrogen dioxide. This 
technique is unfortunately restricted to use 
in the visible and ultraviolet spectrurn down 
to 3,000 Î and is not applicable in the 
infrared due to an insufficiency of scattering 
in the atrnosphere at the longer wavelengths. 

The downward looking mode of operation from 
aircraft and spacecraft is applicable in the 
infrared spectrurn as well as the ultraviolet 
and visible, but is sornewhat less precise to 
the decrease in intensity of light and the 
inevitable noise introduced into the rneasure
ments by rapid fluctuations in the albedo 
of the earth. 



The satellite survey potential of the method 
is nevertheless very substantial and it is 
potentially feasible toscan vast areas in a 
synoptic fashion and to produce totally new 
kinds of data on the regional distribution of 
pollution. It is considered that the satellite 
monitoring of global and regional air pollution 
has an important role to play in studying the 
l?Ossible long term buildup of pollution, the 
interaction between land sources of air pollu
tion and the oceans, the transfer of pollution 
across international boundaries, the develo_pment 
of predictive models for pollution forecasts 
and many other problems which are difficult 
to study solely by ground based techniques. 
Furthermore, measurements of air pollution 
from satellites can be interpreted in conjunc
tion with photographie and other optical methods 
~or monitoring water pollution and vegetation 
damage. When all of these data are added to 
meteorological and pollution data from ground 
station networks it becomes possible to provide 
a uniquely comprehensive picture of the 
effects of pollution on the ecology and on the 
environment in general. 
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These computer plotted maps show the course of the balloon float over the Chi
cago Metropolitan Area and Lake Michigan. The strength of the signal in ppm-m 
is given as a bar to the left of the route. The map to the left depicts the data 
obtained when the spectrometer viewed 24° off the vertical; the map on the right 
shows the data directly beneath. These maps show the total sulfur dioxide in the 
atmosphere measured from the float altitude of 22 miles. 

t1 Â t1 

BALL~ FUGHT 
-.zPROFI LE 

These maps show the computer plot of nitrogen dioxide measured from the balloon 
over Chicago. On the left is the offset view of N02 ; on the right is vertically beneath. 
A cloud of this brownish -gas is distributed over the city. The blank spaces in both 
sets of maps result from partial cloud cover which blocked the field of view. 

POLLUTION MEASUREMENTS 

CHICAGO SEPT/69 

The station wagon, though it missed complete measurements under the balloon 
as originally planned , charted a cont inuous and very revealing profile of the total 
burden of S02 in the atmosphere over the Ch icago area . Moderate offshore lake 
winds blew the gases west from the major industrial complex of South Chicago. 
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CORRELATION MICHELSON INTERFEROMETER 
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DECISIONS ON COMBINING DATA 

FROM SEVERAL SENSORS 

A.H. Aldred, 
Research Scientist, 
Forest Management Institute, 
Canadian Forestry Service, 
Ottawa, Ontario, K1A OH3 

ABSTRACT 

The purpose of the paper is to_ set up a cost 
effectiveness model for evaluating the effi
ciency of combining information collected 
from satellite imagery, large-scale photos 
and ground measurements. A forest inventory 
problem is used to illustrate the approach 
and to indicate the cost advantages of using 
more than one imaging medium for certain pro
blems. Sorne criteria are given for deciding 
when to use multiple sources of image data. 

INTRODUCTION 

Remote sensing platforms are being developed 
to operate over a wide range of distances 
from the earth. Airborne systems operate 
from a few hundred .feet to 8 or 10 miles away; 
space vehicles provide coverage from distances 
of several hundreds of miles. The platforrns 
accommodate many types of photographie sen
sors, scanners and other means of recording 
data. Consequently a wide selection of sys
tems can be put together for various applica
tions. Most research has concentrated on 
developing the potential of one system at a 
time, supported by a certain amount of ground 
data. Relatively little attention has been 
given to assessing how space and airborne 
systems can be combined to provide required 
data more efficiently. 

Combined use of several data sources is the 
subject of this paper. It raises two ques
tions which make up the main issue: does a 
method which uses data from more than one 
source perform better than one relying on a 
single source? If so, how do we decide what 
proportion of the work should be allocated to 
each source of data - i.e., how are the data 
sources best combined? 

To answer the above questions, a model can be 
developed to evaluate the performance of the 
alternative methods of acquiring and combining 
the data. The evaluation serves to mea sure or 
rate how well the information requirements 
are met in terms of accur acy and cost. The 
rating thus sets up a criterion for selecting 
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the best method and comparing it with the 
other methods. Further, the rating offers a 
means of optimizing the relative effort or 
expense of joint activities such as the com
bination of two or more sources of data. The 
model also provides a means of assessing the 
effect of other factors on the problem, such 
as changes in the budget, photograrnrnetric 
parameters, and other factors affecting the 
accuracy and costs of the work. 

The purpose of the paper is to describe such a 
model, indicate its advantages and illustrate 
how it can be applied to a specific forest 
resource information problem. The example 
also illustrates the potential benefit of 
using inputs of data from more than one imag
ing medium. 

THE COST EFFECTIVENESS MODEL 

The development of the model consists of three 
main steps. The first defines precisely the 
information required. Included is a statement 
of how accurate the information should be and 
an indication of how much can be spent on the 
mission. The second step lists the alterna
tive means at hand to collect the information. 
The third step develops a quantitative measure 
of how well the information requirements are 
met. The measure, used as a cost effective
ness criterion, permits the alternative 
methods to be rated and the best one to be 
selected for the job. 

The criterion used is based on the trade-off 
relationship between the cost and accuracy of 
rnaking an estimate. It can take one of t wo 
simple forms: choose the alternative that 
1) minimizes the costs of achieving a given 
level of accuracy (traditional concep t of 
efficiency) or 2) maxi mizes accuracy (mini
mizes error of estimate ) given a limited 
budget. The following example illustrate s 
how the t rad e- o f f re l ationship i s us ed in the 
model and how the mode l is applied to choosing 
the be s t me thod of c ombini ng r emote sensing 
data. 
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AN EXAMPLE: A FOREST INVENTORY PROBLEM 

For illustrative purposes, suppose the manager 
of a forest property of known geographic loca
tion and size has to decide whether his area 
should be logged for pulpwood or withheld from 
harvesting for recreation purposes. In order 
to decide on the above, the manager wants to 
know how many coniferous trees above a certain 
size are on the property. He realizes that 
the estimate is subject to error and accord
ingly, that he must specify an acceptable 
margin of error. He also knows that it costs 
more to reduce the error of estimate and thus, 
that a ceiling must be placed on the budget. 

The Information Requirement 

The manager wishes to estimate the number of 
coniferous trees 30 feet or taller on his 
property and requires the estimate to be reli
able within ± 4 percent of the true value 
with a 67 percent probability. The manager 
wants to have the above estimate for least 
cost but would be willing to pay up to $5,000 
for the job. If the accuracy requirement 
cannot be achieved for $5,000, the manager 
settles for the best that can be done for this 
amount. 

Alternative Means for Collecting the 
Information 

The following is one of several approaches 
that could be taken to the problem of estimat
ing the above quantity (see, for instance, 
multistage sampling described by Langley, 
1969). Obtain ERTS or other small-scale photo 
coverage of the property and separate forest 
from non-forest (NF) areas such as water, 
natural or man-made clearings, rock, brush, 
and swamp. For the forested area, try to 
separate softwood (S), mixed hardwood and 
softwood (M), hardwood (H) forest from each 
other using image data such as shown in 

Figure 1
1

• Transfer the delineations in 
Figure 1 to a cover-type map shown in Figure 
2, and planimeter the areas of the types. Use 
large-scale photo and/or ground samples to 

1
It should be noted that the area shown in 
Figures 1 and 2 is used only to illustrate 
the approach to the problem. The acreage is 
far too small for effective application of 
ERTS-type coverage. Existing conventional 
aerial photographs would serve better. The 
benefits of space imagery would be realized 
on much larger areas - perhaps over half a 
million acres. 
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estimate the average number of coniferous 
trees 30 feet and taller per acre for the 
area, from which the total number of conifer
ous trees on the area can be compiled. The 
estimate thus obtained is the information the 
manager requires for his decision. 

The above approach involves several possible 
methods of obtaining the required information: 

- Method A. Input of ground data alone -
Within the defined property, establish a 
simple random sample of ground plots of a 
specified shape and size. Estimate the 
characteristic of interest, called µ, which 
in the present case is the average number 
of coniferous trees per acre, 30 feet and 
taller: 

(1) 

~ 

where µ1 is the simple random sampling esti-

mator, Yi is the number of conifers per 

acre 30 feet and taller obtained from the 
plot measurement on the ground and n is the 
number of such plots. 

Method B. Input of small-scale photo (or 
th ERTS) and ground data - Within each j 

stratum defined by the description S, M, 
H, and NF (see Figures 1 and 2), establish 
n. ground plots by simple random sampling. 

J 
The total sample size n is allocated to the 
strata on the basis of stratum acreage, 
i.e., by proportional allocation. Estimate 
the required average number of trees per 
acre: 

(2) 

where µ
2 

is the stratified random sampling 

estimator, W. is the j
th stratum weight 

J -
based on relative acreage size and Yj is 

the result of a simple random ground plot 
th sample in the j stratum. 

- Method C. Input of large-scale photo and 
ground data - Establish an unrestricted 
random sample of m large-scale photo plots 
on the property. These random locations 
are photographed (scale 1:500 to 1:3000) 
and the coniferous trees 30 feet and taller 
are counted on the photo plots (Figure 3). 
Select from the m plots a random subsample 
of n plots which are measured on the ground. 
Forma regression relationship between the 
ground plots (Y) and their photo-plot 



counterpart (X) .as illustrated in Figure 4. 
Estimate the regression coefficient (b) 
and the simple correlation coefficient (r) 
between X and Y. Estimate the required 
average number of trees per acre: 

µ = Y - b(X - X') - - - - - - - - - - (3) 
3 

where µ
3 

is a double sampling for regres

sion estimator..1. Y is the mean of n ground 
measurements, Xis the corresponding mean 
of n photo-plot values, X' is the mean of 
m photo-plot measurements, and bis a least 
squares estimate of the regression coeffi
cient (Raj, 1968, p. 150). 

- Method D. Input of small-scale photo, 
large-scale photo and ground data - Use 
the small-scale photos as in method B to 
define the strata S, M, H and NF. Employ 
the regression relationship established in 
method C and illustrated in Figure 4 to 
estimate the stratum means and form the 
following estimator: 

- - - - - - - - - - - - - (4) 

where µ
4 

is the stratification/double sampl

ing for regression 7stimator, Wj is as pre

viously defined and µJj is the stratum mean 

based on double sampling for regression. 

The following lists the linear cost functions 
used to express how the budget (D) is expended 
by each method: 

- Method A -

(S) 

where C is the sum of all fixed costs 
0 

associated with the project and c
1 

is the 

unit cost of establishing a plot on the 
ground. 

The fixed costs include office overhead, 
equipment, compilation, and the cost of 
preparing a report. 

The unit costs incl ude all variable costs 
which depend on the number of units (plots) 
measured, such as manpower, accommodation, 
transportation, and certain supply costs. 

- Method B -

where the symbols are as above and C repre-
p 

sents the additional fixed costs associated 
with procuring and using small-scale photos 
or ERTS imagery to delineate types (strata), 
transfer them to maps and planimeter acre
ages in order to calculate the stratum 
weights, Wjs. 

- Method C -

where C is the sum of fixed costs associa-
q 

ted with the use of large-scale photos and 
c

2 
is the unit cost (independent of fixed 

costs) of measuring a large-scale photo 
plot. C includes the cost of aircraft 

q 
rental and installation of cameras and 
other necessary equipment. Film processing 
and printing, measurement instruments, and 
extra compilation costs are also included. 

- Method D -

(8) 

where all variables are as defined pre
viously. 

The Cost Effectiveness Criterion 

The measure of effectiveness for evaluating 
the four methods is based on the variance of 
the estimators defined in equations 1 to 4. 
The variance equation applicable to each 
method is defined next followed by the use of 
the equations and the cost functions to draw 
up the effectiveness criterion for rating the 
methods. 

- Method A -

V(µ)= s2 /n - - - - - - - - - - - - (9) 
1 

where V(µ
1

) is an estimate of the variance 

of the simple random sampling estimator and 
s2 is an estimate of the population vari
ance, s2 = E(Yi - Y) 2 /(n-1). 

i 

- Method B -

(10) 

where V(µ
2

) is an_ estimate of the variance 

of the stratified random sampling estimator 
for proportionàl allocation (Cochran, 1963) 
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and S~ is an estimate of variance in the 
J 

j th stratum. 

- Method C -

(11) 

where V(µ
3

) is an estimate of the variance 

of the double sampling for regression esti
mator (adapted from Cochran, 1963, p. 339) 
and ris an estimate of the correlation 
coefficient between large-scale photo and 
ground-plot measurements. 

The allocation of work to the photo- and 
ground-measurement activities is decided 
by the following optimization equation 
(adapted from Raj, 1968, p. 151). 

which, in conjunctfon with equation (7) 
permits m and n to be determined. 

- Method D -

- - (13) 

where V(µ
4

) is an estimate of the variance 

of the stratification/double sampling for 
regression estimator. 

The allocation rules applied in methods B 
and C are used to determine the sizes of 
n. and m .• 

J J 

The effectiveness criterion used to measure 
t he efficiency (E) of the methods is derived 
from the variance equation: 

where ~ is t he standard deviation of the k th 

estima t or expressed as a percent of the mean. 
The best met hod i s the one that minimizes E 
subjec t t o a budgetary constraint imposed by 
the cost func tions defined in equa tions (5) 
to (8). The r a t ing says that a method should 
pr ovide an es timate of µ to within ±E, 67 per 
cent of the t ime (or withi n about ±2E, 96 per 
cent of the time). 

APPLICATION OF THE MODEL 

To select the best me t hod from the f our given, 
it is necessary to have data on the var i ables 
defined earlier , such as the fixed and 
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variable costs, the stratlllll weights, correla
tion coefficients between the large-scale 
photos and ground measurements, and variance 
data. Note that in trying to decide on the 
best method, we have not actually started the 
survey; we are merely planning it. Thus, we 
must depend on experience, tests and existing 
data to draw up reasonable estimates of values 
to use in the equations. 

Table 1 gives the values required to evaluate 
the efficiency of the four methods. The 
estimates s2 , S~ and r were calculated from 

J 
existing data collected on or near the sample 
area, W. was calculated from planimetering 

J 
the delineated strata, and c

1 
and c

2 
were 

derived from speed trials and experience with 
the cost of carrying out photo- and ground
plot measurements. The fixed costs were also 
set on the basis of past experience. 

RESULTS 

The methods are evaluated in Table 2 assuming 
that a set budget of $5,000 was available. 
Method D was rated the best and would be well 
within the accuracy requirement of ±4 per 
cent. The other three methods would not. The 
budget would have to be increased to about 
$6,500 to permit the next best method to reach 
the 4 percent accuracy level and to about 
$9,080 to meet the accuracy of method D. 

Effect of the Budget 

Since the four methods involve different 
amounts of fixed cost, it is helpful to know 
how the relative efficiencies (~) vary with 

changes in the budget (D). This can be done 
simply by substituting the cost function into 
the variance equation for each method. For 
instance, in method A, equation (5) is re
written as: 

and substituted into equation (13) yields 

where s2 , c
1

, C
0 

and µ
1 

are known va l ues and 

Dis a variable . The ef f i c iency of t he other 
methods may s i mi l arly be expressed in terms 
of do l lars budgeted (D) . The fo ur resulting 
equations are plotted in Figure 5 . 

The figure shows that for budgets larger than 
$3 , 400, method D should be used . For budgets 



Legend 

S: Softwood 

H: Hardwood 

M: Mixed 

NF: Non Forest 

Figure 1. A six-times enlargement from a 70-
mm color infrared photo showing 
forest-type delineations (contact 
scale about 1:160,000). 
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TABLE 1. Data used to evaluate the four survey methods 

Estimated mean of population 

Estimated variance of population 

Regression relationship between large-scale 
photo (X) and ground measurement (Y) 

Correlation coefficient of regression 

Stratum weights 

Estimated stratum variance 

Plot size and shape 

Variable costs 

Fixed costs 

µ = 99.04 trees/acre 

s2 = 5550.96 

y 17. 78 + .993X 

r = .970 

s M 

.255 .446 

3240.3 2698.7 

1/5-acre, square 

H NF 

.103 .196 

406.3 0 

Ground: $50.00*/plot 

Large-scale photos: $3.00 

Method 

A $ 500.00* 
B 650.00 
C 2,600.00 
D 2,750.00 

*A finer breakdown in costs is available from the author. 

TABLE 2. Efficiency rating of four methods: 
1 standard deviation expressed as 
a percent of the mean achieved 
with a $5,000 budget 

Method Rating (E) 

A 7.85% 
B 4.93 
C 5.17 
D 3.35 

smaller than $3,400, method C should be pre
ferred until a similar cross-over between A 
and C (not shown on the graph) takes place at 
$735. Method A should be used for budgets 
less than $735. 

Table 3 shows the budget needed to reach the 
required accuracy level of E = 4.0 percent. 
The difference between A and Bof $10,690 
indicates the amount to be saved from using 
small-scale photographs or perhaps ERTS 
imagery. The difference between A and C of 
$11,220 is an indication of the benefit of the 
large-scale photography alone~ The differ
ence between A and D of $13,565 indicates 
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TABLE 3. Budget required by each method 
to achieve an accuracy of 
E = 4.0 percent 

Method Budget 

A $17,810 
B 7,120 
C 6,590 
D 4,245 

the advantage of combining both types of 
imagery. 

CONCLUSIONS 

The decision model described and illustrated 
above sets up the machinery for evaluating 
alternative methods of combining data. The 
evaluation or rating permitted the perfor
mance of the methods to be compared and the 
best one to be chosen. The methods could 
also be compared in relation to the effect 
of other factors, e.g. changes in the budget 
as illustrated. The influence of addi
tional factors could be examined in a like 



Legend 

~ Softwood 

~/%] Hardwood 

~ Mixed 

Non Forest 

Scale: 1:38,400 

Area: 2010 acres 

Figure 3. A stereogram of a 1/5-acre , square 
sample plot established on a large
scale photo (scale about 1:700) . 
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fashion - such as the effect of photo scale, 
film type, operator performance, sample plot 
size and shape, etc. Each effect would be 
treated as a set of alternatives or methods, 
rated, and a choice made. The relative 
impact of changes in the above factors could 
also be rated and serve to guide further 
research and development work. 

The example drawn from a simple forestry 
information requirement illustrated the cost 
advantage of using more than one source of 
image data. As mentioned earlier, the area 
used in the example was not large enough for 
the benefits of ERTS-like imagery or ultra
small-scale photos to be realized. Existing, 
general-coverage aerial photography would 
have been as cheap and would · have contributed 
more to accuracy. The benefits of the small
scale coverage depend on areas at least as 
large as the coverage by one photo. ERTS-A 
imagery, for instance, covers about half a 
million acres. The cost of the imagery and 
the cost of using it 'are then much less than 
the air-photo counterpart because of the 
large number of photos and the additional 
costs of delineation, transfer and planimeter
ing involved. Given a large area, the model 
should holdup realistically. 

Subject to the above conditions, similar gains 
could be expected in estimating other para
meters such as timber volume or basal area 
per acre. The success depends on (1) the 
correlation between the variable of interest 
and the image signatures used to stratify the 
forest on the small-scale photos or ERTS 
imagery, (2) the correlation between plot 
measurements on the ground and on the large
scale photos, and (3) the relative costs of 
photo and ground work. Other things equal, 

the higher the correlation between the 
image signatures (used to stratify the 
population) and the attribute of interest, 
the higher will be the performance of 
methods based on the stratification, 

the higher the correlation between large
scale photo and ground measurements, the 
higher will be the performance of methods 
based on double sampling, 

the lower the costs of either kind of photo 
work, the greater the reliance on the 
photos and the higher the performance, 

the higher the fixed costs occurring at any 
stage, the larger the budget (or the size 
of the project) required to absorb such 
costs before the efficiencies can be 
realized. 
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Any factor significantly affecting the above 
is likely to have a bearing on both the 
absolute and relative performance of the 
methods. 

The model has limitations other than the size 
consideration mentioned above. Probably the 
most important one concerns the reliability of 
the effectiveness rating itself. It is well 
known that estimates of sample variance are 
subject to considerable variation. Since the 
effectiveness measure (Ek) is based directly 

on sample variance,~ is subject to similar 

amounts of variation. This does not mean that 
the results are biased; only that the~ esti-

mates for the methods and the curves shown in 
Figure 5 are the result of sampling and could 
be quite different if another sample were 
taken - just how different is not established 
and requires further testing. Other limita
tions relate to certain assumptions discussed 
next. 

The cost effectiveness model developed above 
is based on certain assumptions. It is 
assumed at the outset that the resource 
manager can state his information requirements 
explicitly. It is assumed further that reli
able data are available on the costs, vari
ances and correlation coefficients involved in 
the measurement and sampling problem. Pilot 
studies can provide most of the data but such 
studies are costly relative to data that 
should be available from similar past projects 
and related experience. Thus it is recom
mended that efforts be made to publish and 
otherwise organize the flow of such informa
tion to the planner of new projects. It must 
be further assumed that the various cost and 
variance functions are a realistic expression 
of what takes place in reality. Only valida
tion tests, a trial run of the results from 
the model and experience can pin down the 
degree to which the model produces valid 
results. 

The above limitations and assumptions must be 
carefully studied in relation to each applica
tion. If so, the model should .provide an 
objective means of measuring the effectiveness 
of acquiring and combining several sources of 
data. Useful guidelines can be generated for 
deciding how to best assemble the multiple
input information system. 
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THE ECONOMICS OF REMOTE SENSING OF 

FOREST LAND 
H. Rae Gri nne 11 
Michael S. Conway 
Forest Economies Research Institute 
Canadian Forestry Service 
Ottawa, Ontario. 

ABSTRACT 

The output of remote sensing systems are 
discussed in terms of economics, early 
deveZopment and effective use in Canada. 
Opportunities to increase benefits from 
current systems depend on cZear objectives 
for the multiple use of a limited number of 
image resolutions derived at specific time 
intervals. The fractionated incomplete photo 
coverage of Canada and the low unit cost of 
standardized scales are suggested as ample 
reasons to bring about some rationalization 
of the current multi-view approach tore
source surveying in Canada. 

The moment this paper was contemplated, it 
demanded an exercise in economics -- how to 
allocate the fifteen minutes provided for 
its presentation to tapies which will offer 
the maximum benefits from their examination. 
This is a very simple example of a common 
practice in economics, how to allocate 
scarce resources in such a way as to produce 
the greatest satisfaction. But don't be 
misled by its simplicity. As Galbraith has 
put it: "With few exceptions what is wholly 
mysterious in economics is not likely to be 
important". 

Perhaps the same might be said of remote 
sensinq. The 'Man on the street' has been 
lost in the mystery of a new term used to 
describe various resource measuring systems. 
Let us hope we are not intrigued more by the 
system than the benefits. In the economic 
exercise we must clarify both the benefits 
or the output of a remote sensinq system 
and its role. The output is information -
an inventory of conditions; and the infor
mation must be useful 1or qenerated by a 
specific need if it is to be considered as a 
benefit of the system. The role is merely 
that of collecting this information on 
command. There is nothing mysterious about 
either the output or the role - any mystery 
lies in the minds of those unable to inter
pret the output of the system. With these 
few points in mind let us explore the 
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question of how best to derive the optimum 
benefits from our expenditures on sensinq. 
In forestry this exercise beqan early in the 
century. 

The sheer immensity and remoteness of Canada 
encouraqed the search for some alternative 
method to the almost insurmountable task of 
ground surveying. An alternative appeared 
followinq World War 1 when aircraft and 
skilled pilots were released from the conduct 
of war. This happy combination of daring 
younq pilots and their new toys soon found a 
use. Writinq in 1920, Elwood Wilson noted 
that mappinq a forest from the qround took a 
crew of ten men a month to complete an area 
of fifty square miles. However, a seaplane 
could caver the same area in an hour at a 
tenth of the cost with similar accuracy. 
The first surveys revealed the vast dimensions 
of the forest and forest land resource~ and 
for the first time information was available 
to negate the arquments of those who were al
ready sugqesting that Canada was running out 
of timber. · 

Despite these expressed fears of shortage, 
timber was not valued highly and funds for 
its exploration were hard to corne by. Thus 
economics demanded a synoptic view of the 
forest by both Foresters and Land Managers 
which qave to them a perspective not found 
elsewhere in the world. To achieve this 
view, the separation of extraneous detail 
from the real needs was essential to qain the 
necessary coveraqe at a realistic cost. Re
cently there have been suqgestions that we 
are fallinq behind in our methods of collec
tinq land resource data and losinq this 
perspective. Whether this is true or not can 
only be determined by the users of the infor
mation Jutput workinq in close harmony with 
the developers of sensing systems. Objectives 
must be real and evaluated carefully for costs 
and benefits. Above all they must be compared 
with alternatives which vie for the limited 
funds available within a renewable forest re
source development and use proqram. 

There are examples of proposed objectives for 
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sensing which lack this perspective. The 
accurate location of the "Tree Line" in 
Canada has been cited as important. When we 
can adjust the area of forest land in Canada 
from 1 .3 billion to 800 million acres with a 
simple change in definition, a few million 
acres here or there have no national signi
ficance. Of course, if Prince Edward Island 
were to lose those acres, the response miqht 
be somewhat different. 

A more subtle example lies in the field of 
mensuration where it is suqgested that stra
tification and resulting statistical accu
racy of national or reoional forest inven
tories is one of the important objectives 
which justifies space platforms for very 
small scale imagery. When the whole forest 
industry is faced with serious economic pro
blems, such ventures must be examined care
fully since economic resource exploitation 
is only marginally affected by the statis
tical accuracy of resource data. It can be 
argued that data on spacial distribution of 
the anomalies of the ,resource are of much 
greater value to the planner and manager. 
When the resource is in surplus, or when 
only minor attempts are beinq made to fully 
use its capabilities, accuracy is of even 
less importance. We shall return to this 
question of objectives later. 

Let us look atone particular aspect of the 
output of data from a photooraphic system 
and the user. A review of the literature 
uncovers repeated suggestions that scale 
must be tailored to the individual needs of 
the user. This may be true for some parti
cular needs, but image resolution and siqna
ture identification are only partially the 
output of scale. The concept of a one-to
one relationship between benefit and scale 
introduces a level of complexity which, if 
eliminated, and a few standard scales 
accepted, could certainly increase benefit
cost ratio. 

Such a standardization for forest land use 
does seem possible! It is suggested that 
failure to do soin the pastis more an in
dication of insufficient utilization of 
highly qualified photo interpretation per
sonnel rather than a need for greater re
solution of images. Hodges said as much to 
the 1964 Seminar on Air Photo Interpretation, 
when he noted that skill not scale was the 
important problem. Standardization will be 
nearer if we accept the fact that present 
equipment, at a few scales, can provide all 
the detail heretofore found in a number of 
customized scales. Systematic analysis and 
improved interpretation skills are the other 
necessary inqredients for success. Thus it 
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is patently obvious that in forest land use 
the important economic consideration is not 
the occasional use derived from a scale or 
imaoe, but the extraction of the maximum 
amount of basic information from a few 
selected imaqes. 

In oeneral, what renewable resource informa
tion do users need, and how can their needs 
be combined? At one time forest land ex
ploitation in its narrow sense, dominated 
and determined the information requirements, 
but now social and economic values have 
chanqed! All components of the forest land 
resource are carefully analysed for their 
relationships and their ability to serve 
people. These objectives and the specific 
information needs may be derived by lookino 
at the different administrative levels, their 
responsibilities to people, and the values of 
the forest resource. 

This hierarchy is developed in Fiqure 1, to 
which has been added a suoqested image resolu
tion to satisfy each administrative level. 
The figure refers to black and white photo
qraphy only. Whatever the size of the image, 
it must in aqqreqate, or in composition, pre
sent a physiognomy which exhibits the essen
tial resource characteristics associated 
with planninq and proqrams conducted by the 
appropriate administrative level. 

As can be seen, there are four administrative 
levels of responsibility: National, Reqional, 
District and Operational. Each level is a 
cohesive or unified expression of the data 
from the various components contained in the 
level below it, while at the same time pro
vidino a framework or outline of what is re
quired from that level. 

Lookinq at the type of data more closely, it 
will be appreciated that usaqe requirements 
may be periodic, infrequent or once in a 
century. Fioure 2 suqqests that the fre
quency of such coveraoe should reflect the 
rate of chanqe of resource features. Excep
tions may be anticipated, but it is felt that 
the stated requirements are sufficient and 
more frequent coverage would yield only 
maroinal benefits. The custom coveraqe noted 
in the fioure refers specifically to time, but 
may, of course, include sensin~ systems~other 
than black and white where the,r econom,c 
efficacy has been demonstrated. 

One further technical aspect of the informa
tion system should be clarified. It involves 
both the resource data framework and the 
timinq. The resource data has two relatively 
static components, oeoloqical and climatic, 



which determine the highly dynamic biotic re
sultant. The long term efficiency of any 
natural resource analysis system requires that 
the two static components be mapped first to 
establish meaninqful natural boundaries for 
the associated eèosystems. Since the biotic 
resultant is under various levels of stress 
from man, priorities for ·detailed data must 
recognize high stress areas first, while 
reconnaissance type data should be sufficient 
for the low stress areas. 

At this point, some mention should be made 
of images other than black and white for 
forest land use activities. Undoubtedly 
colour infra red, radar imagery and other 
techniques and systems have their place, 
but they too must be scrutinized for their 
benefits and costs. One sizeable constraint 
to their use is that the images received are 
often very difficult to interpret and the 
skills demanded are even greater than for 
black and white. Marshall clearly expressed 
the problem of images back in 1968 when he 
sa id, 11 in reference to infra red co 1 our 
photoqraphs of vegetation: a number of ex
ternal factors which may affect colour re
production of foliage ... include time of 
year, time of day, orientation of leaves to 
the sun, the moisture and mineral content of 
the soil and also the sensitometric charac
teristics of the film employed 11

• In short, 
black and white offers greater potential for 
extensive use in forestry, but where special 
techniques appear to have value, the marginal 
benefits must be carefully measured. 

Now let us move to a few practical examples 
of problems and possibilities. We have 
stressed the standardization of data which 
has as its objective the multiple use of a 
single coverage. An examination of Bowen's 
recent publication on 11 Air Photo Coverage 
for Canadian Forestry 11

, and the earlier photo 
coverage maps published by the National Air 
Photo Library, uncovers an apparent lack of 
coordination of coverage, particularly be
tween federal and provincial governments and 
between resource personnel. We are informed 
that some improvement in this situation is 
underway, but is it in fact? In the period 
1968 to 1970 a sizeable portion of Eastern 
Ontario in the vicinity of Ottawa was photo
graphed nine times for almost as many dif
ferent images. If we can overcome two 
hurdles, beaurocratic isolation and personal 
taste for a particular scale of photograph, 
we might make some real economic headway in 
this field. 

Another important economic question is 
whether the capabilities of our currently 

proven sensinq systems are even close to being 
fully exploited. The National Forest rnven
tory of 1968 reports only 65% of the forest 
land of Canada as inventoried which implies 
comparable coverage by photoqraphy for that 
purpose. Sorne provinces have complete cove
raqe of their forest land, while others have 
not photographed some districts for 24 or 
more years. 

Althouqh, without exhaustive analysis to de
rive accurate fiqures, there appears to be 
an increase in the annual photo coverage over 
the past few years. Bowen's report shows 
annual provincial coveraqe, at scales suitable 
for management planninq, now exceeds 50 
million acres per year which, if distributed 
nationally, would provide complete national 
coverage every ten years. Since the emphasis 
has been more on B.C., Alberta, Ontario, 
Quebec and New Brunswick, the coveraqe for 
other provinces falls short. They appear to 
be more dependent on federal coverage where 
we find various scales, lenses and films 
suggesting considerable experimentation. 
Nothinq specific has been published on the 
economics of these activities. 

Let us take a brief look at the specifics of 
black and white photography at the intermediate 
scale referred to in our figures and currently 
used more often than any other imaqe today 
for forestry. It provides us with imaqes of 
ground features with dimensions of approxima
tely 12 11 x 12 11

• Such photoqraphy, to be 
fully exploited in the reqional planning 
field, should be placed in the broad frame
work of small photography in the range of 
1/50,000 to 1/100,000, but for actual manage
ment and operations it is satisfactory with
out such a framework. It provides the basis 
for management maps and 11 0n the qround 11 acti
vation of proqrams. Its enhancement is de
rived from sampling and here we find that our 
larqe scale photoqraphy serves our purposes 
most economically. What costs can we antici
pate? 

For sizeable blacks of black and white photo
qraphy at a scale of 1/15,840, and in a pro
vince with land cover typical of Ontario, the 
cost is about $3.50 per square mile or a 
little more than 1/2 cent per acre. To pur
chase such coverage from the National Film 
Library the cost would be approximately 3 
cents per acre. Careful mappinq, qround 
sampling and compilation of data for areas in 
excess of 500 square miles,would ranqe between 
5 and 10 cents per acre. Zilinsky and Card
well of the Ontario Department of Lands and 
Forests report that photoqraphy using 35 mm 
cameras mounted on conventional Beaver air-
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craft, has reduced their annual sampling to 
l/5th of the cost when field work only was 
used. The simplicity and versitility of this 
technique and equipment certainly reco11111ends 
its use to the forest land manager. 

How do these costs compare with the actual 
management and operational costs? A wild
life clearing eut may cost $40.00 per acre. 
Reforestation will average about the same. 
Harvesting expenditures will approach or 
exceed $200.00 per acre. A one year delay 
in regeneration might cost $1 .00 per acre or 
more. Against these expenditures, the cost 
of introducing recent, carefully interpreted 
photography, is insignificant. It doesn't 
require a Galbraith to corne to that con
clusion! 

In summary, today's economic analysis is not 
the comparison of tested sensing systems 
with untested systems, but rather how well 
any system might be used to obtain the 
hiqhest benefit cost ratio. Such an objec
tive will be realized only upon the clear 
identification of useful objectives and the 
efficient and full exploitation of a minimum 
number of images obtained at the lowest cost. 
A corollary to this are two requirements: 
the use of qualified resource specialists 
for interpretation, and multi-sensing from 
a single platform. One final point, a 
sophisticated solution for a simple problem 
is a luxury Canada can ill afford. 
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FIGURE 2 LAND PLANNING AND MANAGEMENT NEEDS FOR SENSING 
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DATA HANDLING FACILITY OF THE CANADA 

CENTRE FOR REMOTE SENSING 

w. Murray Strome, 
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Canada Centre for Remote Sensing, 
Ottawa, Ontario. 

ABSTRACT 

The three major functions of the data 
handling facility ares a) to pro-
cess the data received from the Earth 
Resources Technology Satellites (ERTS) 
to produce corrected photographie 
images and computer-compatible digital 
representations thereof; b) to process 
data remotely sensed by airborne 
sensors in a similar fashion1 and 
c) to provide the tools required for 
research and development effort in 
automatic interpretation techniques. 
Because of the launch date of the 
ERTS-A satellite (May, 1972), the 
requirements for processing the ERTS 
data have received the most attention. 
Hence, the ERTS production system 
represents the dominant feature of the 
facility. 

This paper describes the equipment and 
operating procedures of the facility 
as it will appear shortly after the 
launch of ERTS-A. The ERTS require
ments are well defined and impose 
a heavy operational load upon the sys
tem. Most of the requirements for 
interpretation and the processing of 
airborne data have not yet been de
fined in detail. In fact, these re
quirements will likely be in a 
constant state of flux as new sensors 
and interpretation methods are 
developed. In order to cater to the 
changing needs of the latter functions 
the system must have a high degree of 
flexibility. 

INTRODUCTION 

The data handling facility of the 
Canada Centre for Remote Sensing must 
meet all the specialized data pro
cessing needs of the Centre. These 
needs have been divided into three 
categoriesa satellite, airborne and 
interpretation. (l) 

1st CDN SYMPOSIUM ON REMOTE SENSING, 1972 

The most urgent requirement is to 
process the data which will be ob
tained with the aid of the Earth 
Resources Technology Satellites (ERTS), 
the first of which, ERTS-A, is to be 
launched by N.A.S.A. during May, 1972. 
The data from these satellites will 
be used to produce photographie 
imagery and computer-compatible digital 
magnetic tape representations of these. 
The most complete description of the 
ERTS experiment is the ERTS Data 
Users' Handbook (2). The computational 
load and special equipment requirements 
for the processing of ERTS data are 
quite heavy, but well defined. Thus, 
a large part of the resources is 
devoted to this function on a semi
dedicated, stable basis~ 

The airborne requirements are much less 
rigidly defined, and are expected to 
change as new sensors and recording 
methods are developed under the direc
tion of the Data Acquisition Division 
of the Centre. In order to meet the 
needs of the various airborne pro
grammes, a relatively high degree of 
flexibility is essential. This is 
especially true with respect to the 
interfacing of special and varied 
playback equipment. 

Similarly, the research into automated 
interpretation techniques requires 
special imaging and display equipment 
to be interfaced to the system. In 
addition, a flexible and powerful 
computing facility must be coupled to 
this special hardware. 

The following sections outline the 
equipment and approaches which are 
being irnplemented in an atternpt to 
meet the varied, and in some ways 
conflicting requirernents of the data 
handling system. 
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GENERAL SYSTEM DESCRIPTION 

Figure lis a block diagram of the 
data handling system. At the heart 
of this is a dual PDP-10 digital 
computer, manufactured by Digital 
Equipment Corporation. The dual 
processor configuration was chosen 
primarily to handle the generally con
flicting requirements of high system 
stability and reliability for the 
ERTS production function, and the 
high degree of flexibility in both 
hardware and software for the airborne 
and interpretation needs. As a bonus, 
this configuration provides a high 
degree of redundancy for the ERTS 
production system, since most com
ponents can be quickly and efficiently 
switched back and forth. 

The equipment is normally operated as 
if it consisted of two entirely 
separate and independent systems. The 
first is the dedicated, on-line ERTS 
production facility, which is used to 
control the processing of the video 
data. The second is the utility sys
tem. It is used for all general 
software and hardware development in 
support of the airborne and interpre
tation requirements, as a research 
tool for the centre scientists, and 
for the off-line data processing tasks 
which are necessary to prepare for the 
ERTS production runs. As experirnental 
systems reach an operational status, 
they can be moved over to the pro
duction system. 

ERTS PRODUCTION SYSTEM 

Products 

The primary output product of the ERTS 
production system is a geometrically 
and radiometrically corrected photo
graphie latent image. The National 
Air Photo Library has the responsibil
ity for processing the photographie 
film, duplicating it and distributing 
it to the users. 

Two sensor packages will be flown in 
the ERTS satellites, a three-camera 
Return Bearn Vidicon system (RBV) and 
a Multi-Spectral Scanner (MSS). The 
RBV covers the three spectral bands: 
.475 - .575, .580 - .680 and .698 -
.830 micrometer. In ERTS-A, the 
MSS covers four spectral bands: 
0.5 - 0.6, 0.6 - 0.7, 0.7-0.8 and 
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0.8 - 1.1 micrometers. In ERTS-B, a 
fifth band will be added operating in 
the region from 10.4 to 12.6 micro
meters. 

The distributed photographie imagery 
will be in a 9 1/2 inch format at a 
scale of 1:1,000,000. A nominal scene 
covers an area of 185 x 185 kilometers 
(100 x 100 nautical miles). 

The RBV imagery will be corrected for 
geometric and radiometric distortion 
within the camera system. A set 9f 
three black-and-white images will be 
available for each scene. These may 
be in the form of prints, transparan
cies, or negatives. They will be 
annotated with information identify
ing position, spectral band, time 
and gray-scale. The spatial resolution 
of the RBV system is approxirnately 
fifty meters, and that of the MSS 
system, one hundred meters. 

The MSS irnagery will be corrected 
for radiometric distortion and for 
geometric distortion due to the 
scanning operation. In addition, where 
scenes are sufficiently cloud free and 
contain a sufficient nurnber of ident
ifiable ground control points, the 
images will be corrected to better 
than three resolution elements. Images 
will be framed to nominally match 
the RBV scenes. A set of four 
black~and-white images as well as two 
"false colour" images will be available 
for each scene from ER'l'S-A. 

On request, the MSS data for a limited 
nurnber of scenes will be made available 
on computer compatible, 9-track digital 
tape at either 800 or 1600 characters 
per inch density. 

Figures 2 and 3 illustrate the proposed 
formats for the annotated MSS imagery. 

Data Flow 

Figure 4 shows the planned time sched
ule for the production of ERTS imagery. 
It will probably require modification 
in the light of experience obtained 
as the system commences operations, 
and is representative of the "best
case" conditions. As shown, it is 
hoped that under normal circurnstances, 
irnagery ordered in advance of a satel
lite pass will be shipped to the user 



within one week of the pass. 

Datais received and recorded on mag
netic tape at the Prince Albert 
Satellite Station (PASS) and is te 
be shipped te Ottawa by air on _the 
day it is recorded (day 1). It should 
arrive at the ground data handling 
facility early the following morning 
(day 2). Housekeeping information 
(giving satellite attitude and sensor 
status) will be extracted and one 
band of the MSS data will be processed 
in an uncorrected mode. Orbital 
predict information supplied by NASA ~ 
will be used te supply annotation. 
The film produced by either the Laser 
Bearn Image Recorder (LBIR) or the 
Electron Bearn Image Recorder (EBIR) 
will then be delivered te the NAPL 
for processing. EBIR images are 
recorded on a 70 mm. format and will 
be enlarged te a 9 1/2 inch format. 

The processed film will be returned 
te the data handling facility on the 
following morning (day 3). Pre
selected ground control points will 
then be manually identified and their 
positions accurately measured within 
the photographs with the aid of 
graphie digitizers which are connected 
te the utility system. These points 
are used by the off-line computer te 
produce an annotation/correction tape 
which will be used by the production 
system te control the generation of 
the corrected images. This operation 
is completed by the end of day 3. On 
day 4, the corrected production runs 
occur where the precision corrected 
MSS and accurately annotated RBV 
images are produced. This film is 
then delivered te NAPL wheré it is 
processed (and enlarged in the case 
of EBIR film) te produce the precision 
masters on day s. On day 6, the pre
ordered distribution copies are gen
erated for shipment on day 7. 

If there is a demand for them, un
corrected RBV images may be produced 
on day 2 for distribution by day 4. 

Equipment 

Refer again te Figure 1, the block 
diagrarn of the total system. One 
PDP-10 central processor with 48K 
36-bit words, an operator's console, 
two nine-track 200 inch/second 1600 

character/inch magnetic tape drives, 
paper tape reader/punch and two 
*DEC-tape drives forms the standard 
computer portion of the system. 
Operation is under the control of 
a specially developed software monitor. 

Data received from PASS is on two 
magnetic tapes. The RBV datais 
played back on an ERTS unique video 
tape recorder similar te that used 
in the television industry. The MSS 
datais in digital form and is played 
back on a modified 28-track instrument
ation recorder. Twenty-five of the 
channels are equipped with digital 
encoding/decoding electronics which 
allow a digital recording density of 
10,000 bits per inch per track. 
Satellite attitude information is 
derived from the housekeeping data 
recorded on both tapes with the aid 
of the PCM telemetry demultiplexer. 

Correction of the RBV data for 
geometric and radiometric distortions 
due te the camera systems is performed 
by the Radiometric/Geometric Correction 
Unit (RGCU). Annotation is added, 
under computer control, by the EBIR 
Controller. The latent photographie 
images are produced by the EBIR. The 
RBV images produced are expected te 
be comparable te that produced by the 
NASA bulk processing facillity. 

MSS datais deskewed, reformatted and 
radiometrically corrected by the 
Multi-spectral Scanner Data Processor 
(MDP) under the control of the computer 
system. The data from the MDP may 
be directed te either the Electron 
Bearn or Laser Bearn recording systems 
for the production of photographie 
images, or directly te the computer 
for the production of digital computer 
compatible magnetic tapes. 

Colour photographs may be produced 
directly by the LBIR or from the 
black-and-white negatives produced 
by the EBIRs using a colour composite 
printer/enlarger within the NAPL 
facility. 

The LBIR is described in detail in 
another paper presented at this 
symposium. 

* DEC-tape is a registered trade-mark 
of the Digital Equipment Corporation. 
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UTILITY SYSTEM 

The remainder of the system shown in 
Figure lis intended primarily to 
service the airborne and interpreta
tion requirements. Sorne off-line 
ERTS processing must also be done 
with this part of the system. The 
basic computer configuration is 
identical to that dedicated to ERTS 
production. In addition, there are 
standard seven and nine track digital 
tape drives, movable head dise drives 
with removable dise packs, card 
reader, line printer, high speed 
printer/plotter, and line-sean equip
ment to support multiple slow speed 
terminals. The graphie àigitizers 
used for the preparation of ERTS 
annotation/correction tapes are con
nected to the system as terminals. 

The utility portion of the facility 
is operated under a standard time
sharing monitor system which allows 
a number of users simultaneous access 
to the system. Standard software 
available to the time-sharing user 
includes Assembler, Extended Fortran 
IV, Algol, Basic, Cobol, Interactive 
Text Editor, and a large number of 
special utilities. It is relatively 
easy to add non-standard devices to 
this system. This is the case with 
respect to both the hardware inter
face required and to the software 
modifications required in the monitor. 

As a first step to providing support 
to the airborne programmes, a high 
speed analogue-te-digital converter 
will be added to the system. This 
will allow computer processing 
of data recorded on analogue magnetic 
tapes from airborne sensors, such as 
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infrared line-scanners. Eventually, 
it is expected that other playback 
devices will be interfaeed to the 
computer. 

The first non-standard equipment to 
be provided to support the researeh 
and development effort into automatic 
interpretation techniques will be a 
high resolution, full colour video 
display system. Thig system will be 
controlled by the computer and will 
operate in a time-sharing mode with 
the other activities. 
Many other general functions will be 
perforrned by the facility. A few 
exarnples of these are: reducing 
photographie images (colour or 
black-and-white transparancies) to 
digital forrn with the aid of the 
LBIR in scanning mode1 maintaining 
a library of references to remote 
sensing literature which may be 
accessed through the Technical 
Information Retrieval system, and 
maintaining an inventory of all 
remotely sensed data which is 
processed by the facility. 
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THE ERTS EXPERIMENTS OF THE 

CANADIAN FORESTRY SERVICE 

L. Sayn-Wittgenstein and W.C. Moore, 
Associate Director and Forest Research 
Technician respectively, 
Forest Management Institute, 
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Ottawa, Ontario, K.lA OH3. 

1st CDN SYMPOSIUM ON REM)TE SENSING, 1972 

ABSTRACT the estimation of areas burned or har
vested. 

The Canadian Forestry Service plans a series 
of experiments to evaluate imagery to be 
obtained from ERTS A and B. The background, 
procedures and objectives of these experi
ments are described and a provisional list of 
individual experiments is given. 

INTRODUCTION 

The Canadian Forestry Service (CFS) began to 
plan ERTS (Earth Resources and Technology 
Satellite) experiments · soon after the report 
of the Forestry and Wildlands Working Group 
on Resource Satellites and Remote Airborne 
Sensing (Anon., 1971) appeared. The Working 
Group had found ERTS to be a relevant project 
of great scientifiç interest and it recom
mended that plans to evaluate ERTS imagery 
should be encouraged and supported, despite 
important limitations related to low resolu
tion and the distortions expected in imagery. 

The objectives of the CFS ERTS experiments are: 

1. To establish if ERTS imagery can be used 
to detect and recognize vegetation types, 
landforms, logging and other activity, 
forest fires, damage from insects and 
other causes and phenological and meteoro·
logical events. This objective is to b~ 
met by a series of specific experiments. 

2. To draw general conclusions concern ,.ng the 
limitations (e. g., resolution and ~•0sition 
errors) of ERTS and on its value ëor map
ping and monitoring the forest resources 
and environmen t. 

3. To undertake research to improve interpre
tation techniques. This includes image 
enhancement, pattern recognition, the 
development of interpretation keys. 

4. To make operational use of ERTS imagery. 
Plans will be made after review of pre
liminary results from (1) and (2) above. 
Immediate applications may lie in the 
mapping of major vegetation zones and in 

The general philosophy on ERTS experiments is 
to avoid, as far as possible, a haphazard 
approach. Investigators are encouraged to 
form hypotheses on the appearance of phenomena 
on ERTS imagery; the ultra-small-scale photo
graphy experiments of 1970 and 1971 have been 
analysed with this in mind. The ERTS program, 
at least initially, consists of clearly 
defined studies with narrow, well-defined 
objectives. Problems are defined, and most 
test areas are selected well before the launch 
of ERTS. 

During 1972 experiments will concentrate on 
the question: "I know there is a certain 
object on the ground; can I see it on ERTS 
imagery? What are the characteristics of its 
appearance?" In many cases it is acceptable 
to describe the test areas involved before 
the launch of ERTS. For example, current 
descriptions of major forest stands, of old 
insect infestations or areas burned two years 
ago, will still be valid in a few months. 
Much time in interpreting ERTS imagery can 
thus be gained because all that will be re
qeir s d d•tring the summer of 197 2 is a conf irm
a tion that ~o major disturbances have occurred . 
Of course, this approach cannot be applied to 
short-lived phenomena or where significant 
changes are expected, for example, in active 
insect infestations or phenological events. 

ERTS experiments for which plans and prepara
tions have begun are listed (Table 1) and the 
areas involved are shown (Figure 1). The 
experiments are numbered and these numbers 
will be used for cross-references throughout 
the text below. We expect the list of pro
posed experiments to grow substantially next 
summer if initial interpretation shows that 
ERTS was a success as far as forestry is con
cerned. 

The proposed experiments are associated with 
current programs of the CFS; many deal with 
objectives which are now met by other remote 
sensing methods. Also they involve data, 
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techniques and approaches developed for other 
projects. The following se_ctions indicate 
the close relationship between current pro
grams, current methods and the ERTS experi
ments. 

MAPPING FOREST LAND AND VEGETATION 

One of the biggest requirements for remote 
sensing in forestry stems from the continuing 
need to map and describe forest land, forest 
types and other vegetation. 

Aerial photographs have for decades been used 
in the preparation of "forest-type maps". 
These maps typically show the species composi
tion, height and density of forest stands. 
They are a good summary of the essential 
characteristics of a forest, and find use in 
forest management, planning of logging opera
tions, road construction and fire protection. 
One of their main rôles is in estimating 
timber volume, as will be discussed later. 

Few expect ERTS to yield imagery which can be 
used for the mapping of forest types with the 
precision of the usual forest inventories, 
but imagery may be useful for reconnaissance 
inventories, for mapping major vegetation 
zones and to monitor major changes in the 
forest environment. 

For example the CFS is involved in a crash 
program to map'· the vegetation within the 1600 
mile long corridor considered for transporta
tion and pipeline routes along the Mackenzie 
River. It will be established whether satel
lite imagery could be used to accomplish such 
a task more efficiently in the future. The 
interest is not only in vegetation mapping 
but also in the recognition of landforms and 

' irt~observing the interrelationship between 
huma~ activity, land and vegetation. Experi
ments FMI-~ artd FMI-10 apply directly; recent 
work (Gimbârzevsky 1972) in using high
altitude photography for terrain analysis will 
be used in bridging the gap between satellite 
imagery and ground observation. 

A significant forest classification for Canada 
(Rawe 1959) recognizes forest regions based 
upon characteristics of tree-species distri
bution ' and topography. With the help of 
ultra-small-scale photography obtained under 
the 1970 aircraft program, the Forest Manage
ment Institute has already established the 
value of a synoptic view for such tasks 
(Nielsen and Wightman, 1971). Severa! ERTS 
experiments will deal with the recognition of 
major forest and vegetation types (AL-2, BC-3, 
FMI-8, 10, NF-1). These experiments have a 
high probability of success because ERTS 
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imagery will have a quality between that of 
ultra-small-scale aerial photos, which con
tain far more information than necessary, and 
weather-satellite imagery, which has been 
shown to have some possibilities for recogniz
ing major vegetation zones, although there 
are severe limitations due to low resolution 
(Aldred 1968) • 

One chronic problem, for which there is not 
yet a satisfactory solution is in the updating 
of vegetation maps and statistics. The value 
of forest resources changes with time. These 
changes could be beneficial or ruinous, short
term or long-term, trivial or significant -
but combinations of such changes are univers
ally present. Up-to-date information on the 
distribution, quantity and quality of the 
forest resource is required for forest manage
ment and research. 

But forest-cover maps are often outdated 
before they are completed, for example, timber 
may have been harvested or burned; in addition 
there are the more gradua! changes through 
growth. Subsequent sections will discuss 
ERTS experiments dealing with the detection 
of forest damage, logging and other human 
activities; these studies will give an indica
tion of the value of ERTS for keeping maps 
and statistics up-to-date. 

TIMBER VOLUME ESTIMATION 

Forest inventories involve the preparation of 
forest-type maps and the estimation of timber 
volume by species, size and quality. The two 
are almost inseparable because timber volume 
estimates are usually derived through ground
or photo-sample plots established within 
strata defined by the forest-type maps and 
area estimates based on these maps. Estimates 
may be required in detail for small areas or 
as broad sunnnaries for several thousand square 
miles. 

Timber volume estimation is so important that 
there inevitably will be tests to establish 
whether variables observed on ERTS imagery 
are correlated with timber volume. One tradi
tional approach is based on "stand volume 
tables" which give timber volume from photo
estimated tree species composition, stand 
height and canopy density. No one expects a 
similarly close relationship for ERTS imagery, 
but as long as there is a significant rela
tionship, there will be attempts to incorpor
ate such imagery into forest inventory pro
cedures, as has already been done with Apollo 
9 photographs (Aldrich 1970, Langley 1969). 

An important contribution of the CFS forest 



inventory capability will be in documenting 
ERTS test sites. Conventional aerial photo
graphy and the skill of interpreters trained 
in inventory tasks will be used in describing 
vegetation, disturbances and other conditions 
on test sites. Large-scale aerial photo
graphy and radar altimetry methods developed 
by the Forest Management Institute during 
the last ten years will play an important 
role and the statistical methods developed 
for timber volume estimation will be used in 
the collection of data necessary for the in
terpretation of ERTS imagery. 

FOREST DAMAGE 

The CFS includes the Forest Insect and Disease 
Survey, one of the World's largest and best 
organized operations for monitoring insect 
infestations and the distribution and changes 
in insect populations; this information is 
summarized in comprehensive annual reports. 
Several major active insect outbreaks are 
under observation, and reliable information 
on the location of old outbreaks is available. 
This information will be used to establish if 
ERTS imagery might be used to detect new 
outbreaks and to map old ones. One of the 
experimental areas now being documented con
cerns a major spruce budworm outbreak in 
Ontario (ON-2); another concerns several 
insect outbreaks in British Columbia (BC-1) 
and builds directly upon small-scale aerial 
photography experiments carried out in 1971 
(Harris 19 72) • 

On several occasions the CFS has been involved 
in the mapping and assessment of pollution 
damage to vegetation. In one study small
scale photography, aerial observations and 
ground checks were used to map levels of 
damage from so 2 emissions near Wawa, Ontario 
(Murtha, 1972). This study is also the basis 
of an ERTS experiment. 

Similarly descriptions and maps resulting from 
studies of burned areas, of wind damage, 
floods and landslides will be used in experi
ments to test the value of ERTS for detecting 
such phenomena. For example, one study (Al-3) 
involves a large burn in Alberta; in another 
an attempt will be made to detect and describe 
an area in northern Ontario where a strong 
twister caused extensive damage a few years 
ago (FMI-2). Experiments to monitor forest 
fires of known size and intensity are planned 
for ERTS B (ON-1). 

LOGGING AND OTHER HUMAN ACTIVITY 

There are many reasons why efficient methods 
of detecting and describing human activities 

in the forest are desirable. One, mentioned 
earlier, is simply to keep maps and inventory 
statistics up-to-date, to have at any time an 
account of the size of the forest resource. 
Other reasons are the need to measure the 
progress of logging and construction opera
tions and in some cases to observe the impact 
of human activity on the environment. 

In theory, satellite imagery and even high
altitude aerial photography would appear to 
be the best methods for monitoring changes 
because they provide an opportunity for the 
rapid and repeated coverage of large areas. 
In practice the opposite approach has often 
been taken; if activities such as logging or 
road construction were monitored from the air, 
one used large scales of photography. The 
reason for this was probably not so much the 
requirement for great detail, as the fact 
that the areas involved were small and that 
their locations were known precisely; thus it 
was practical to use light aircraft and rela
tively simple cameras. 

However, logging activities can be detected 
and even precisely described on photographs . 
at very small scales, such as 1:160,000; this 
has been shown in a paper presented at this 
Symposium (Wightman 1972). The CFS ERTS 
experiments will provide several opportunities 
to examine t he appearance of logging opera
tions (e.g., BC-4, FMI-8). Attempts will 
also be made to record seismic lines in the 
Mackenzie valley (FMI-6) and to follow the 
progress of a power line under construction 
in British Columbia (BC-4); we will also 
establish if the large log booms in the Fraser 
River delta appear on ERTS imagery. 

PHENOLOGICAL AND METEOROLOGICAL PHENOMENA 

ERTS may well be at its best when recording 
changing phenomena. The big advantage will 
lie in sequential coverage and in the possi
bility of observing phenomena simultaneously 
at many locations distributed over a large 
area. 

There is for example meager information on the 
dates and sequence of phenological events in 
a forest. For example, when and at what rate 
does deciduous foliage appear; when, and in 
what order do trees of different species lose 
their leaves or change to fall colours? How 
are these events related to meteorological 
factors? What is the combined effect of 
weather and phenological characteristics of 
trees on insect populations, on the success 
of plantations and on the rate of water run
off? 
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Two experiments are planned to examine the 
leafing out and leaf fall of deciduous forests 
and to follow other seasonal changes. One 
study (FMI-7) will concentrate upon a transect 
from Richmond to Moosonee, Ont. which already 
is the site of other remote sensing experi
ments (Nielsen and Wightman 1971, Wightman 
1972). The other (FMI-9) is to compare ERTS 
imagery with a map showing lines joining 
points of equal phenological development for 
the Maritime provinces. · 

Three experiments deal specifically with 
meteorological factors. One (AL-1) is a 
study of snow packs during chinooks, involv
ing in particular, the relationship between 
the rate of disappearance of snow packs and 
landforms and elevation. Experiment AL-4 
involves an analysis of the patterns of snow 
melting on a large area. In British Columbia 
there is a study of the distribution of snow, 
fog and clouds; a comparison of ERTS and 
weather satellite datais also involved (BC-2). 
The CFS will follow wLth interest the results 
of other ERTS experiments in meteorology. 

THE ADMINISTRATIVE AND ORGANIZATIONAL 
CONSIDERATIONS 

The Canadian Forestry Service is a decentral
ized organization. Its programs are essen
tially divided among two types of organiza
tions: (1) regional ·establishments, such as 
the Pacifie Forest Research Centre in Victoria 
or the Great Lakes Forest Research Centre in 
Sault Ste. Marie, which deal with problems 
particularly relevant to a geographic area, 
and (2) specialized institutes such as the 
Forest Pathology Institute, the Forest Fire 
Research Institute and the Forest Management 
Institute which deal with matters on a dis
cipline basis. ERTS experiments are planned 
in the regional establishments and in the 
institutes, but the Forest Management Insti
tute, centre of CFS remote sensing activities, 
coordinates the ERTS program. 

The initial functions of the Forest Management 
Institute included dissemination of ERTS in
formation to regional establishments and the 
discussion of the potential of ERTS with 
interested scientists in these establishments. 
The Forest Management Institute also is the 
link between the CFS and the Canadian Centre 
for Remote Sensing. 

The ERTS experiments within regional estab
lishments evolved more or less spontaneously 
and on a voluntary basis. No pressure was 
exerted on individual scientists to make pro
posals and commitments. As a result, the 
distribution of experiments is somewhat 
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uneven; in part the Forest Management Insti
tute has filled the remaining gaps. 

Many of the ERTS investigators (Table 1) are 
not specialists in remote sensing, but scien
tists in such fields as entomology, forest 
and land inventory, hydrology and forest fire 
research, or they may be persons who know 
the ERTS test area involved particularly well. 
With few exceptions it is proposed that the 
investigators will make the first interpreta
tion of imagery but this evaluation will be 
followed by discussions, comparisons and co
operation with others involved within related 
experiments, or with specialists at the 
Forest Management Institute who have access 
to interpretation equipment and methods not 
available at regional establishments. 

Investigators have been issued with guidelines 
for the documentation of test areas. These 
guidelines for example discuss the size of 
areas to be chosen. They also give specific 
information to be followed in describing the 
location of test areas; for example the area 
should be shown on a map or aerial photograph, 
map sheet or photo number should be given, 
and the UTM grid coordinates should be shown. 
Each investigator should comment on the re
liability of the ground observations; he 
should if possible include black and white 
photographs illustrating the area on the 
ground, and he should cite any important 
literature references that might be used to 
obtain further background information on the 
area. Investigators were supplied with a 
sample description of a hypothetical test area. 

The purpose of these rather detailed instruc
tions was to ensure that no significant infor
mation would be omitted and to standardize 
procedures. This will facilitate the compari
son of results of different investigators. 
Also the Canadian Forestry Service plans to 
issue the results of its initial experiments 
in a joint report to which all investigators 
will contribute; standardization will be a 
help in completing this report. 

CONCLUSIONS 

The Canadian Forestry Service faces a few 
problems in its program of ERTS experiments. 
One, naturally, is the lack of experience with 
ERTS imagery. This problem will surface as 
soon as investigators place orders for imagery. 
Few guidelines are available in deciding what 
type of imagery to request and when to insist 
upon corrected imagery. 

Another consideration is that the ties between 
CFS investigators and the suppliers of ERTS 



Experiment 
No. 

FMI-1 

FMI-2 

FMI-3 

FMI-4 

FMI-5 

FMI-6 

FMI-7 

FMI-8 

FMI-9 

FMI-10 

BC-1 

BC-2 

BC-3 

BC-4 

TABLE 1 

PRELIMINARY LIST OF CFS ERTS EXPERIMENTS 

Subject 
(Location) 

so 2 damage 

(N. Ontario) 

Wind damage 
(N. Ontario) 

Landslide damage detection 
(Que., Ont., B.C.) 

Drainage basin study 
(S. Ontario) 

Delineation of forest 
flooding 

(Ont., Man.) 

Seismic line detection 
(Mackenzie Valley) 

Leaf development variations 
(S. to N. Ontario) 

Mapping of forest regions 
(Canada) 

Maritime forest phenology 
(New Brunswick) 

Arctic landforms and 
ecology 

(Mackenzie Valley) 

Forest insect attacks 
(S. British Columbia) 

Snow and fog distribution 
(Vancouver Island) 

Tundra, subalpine, montane 
and grassland vegetation 

(B.C. Interior) 

Logging, regeneration, and 
human activities 
(Vanc ouver Island and B.C. 
Interior) 

Investigator 

P.A. Murtha, FMI* 

W.C. Moore, FMI 

W.C. Moore, FMI 

W.C. Moore, FMI 

W.C. Moore, FMI 

W.L. Wallace, FMI 

U. Nielsen and 
J.M. Wightman, FMI 

U. Nielsen and 
J.M. Wightman, FMI 

L. Sayn-Wittgenstein, 
FMI 

L. Sayn-Wittgenstein, 
P. Gimbarzevsky, FMI 

J.W.E. Harris and 
R.F. Shepherd, PFRC 

E.T. Oswald, PFRC 

E.T. Oswald, PFRC 

Y. Lee, PFRC 

Remarks 

Extension of current remote 
sensing study. 

Ont. Lands & Forests and 
Federal meteorological data 
available for Sudbury 1970 
tornade. 

Landslides at St. Jean 
Vianney, Que.; South Nation, 
Ont.; and Frank, Alta. 

Rideau Valley Conservation 
Authority Report, 1968, 
provides excellent ground 
truth. 

Ottawa, Rideau and Red 
Rivers offer three different 
sets of circumstances. 

Extensive activity in the 
Arctic may have important 
environmental implications. 

, Richmond-Moosonee strip was 
flown in 1970 and re
scheduled for 1972. 

1970/71 high-altitude 
experiments relevant. 

Ground truth based on a 
study by Forbes and Webb, 
MFRC. 

Involves Mackenzie Trans
portation Corridor. 

A dynamic phenomenon; 
sequential coverage required. 

Microclimates in the forest 
regime. 

Canada Land Inventory survey 
in 1971 should provide 
accurate ground truth. 

Dynami c phenomena that 
might be monitored by ERTS. 
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Table 1 (continued) 

Experiment 
No. 

Subject 
(Location) Investigator Remarks 

AL-1 Chinook snowpack sublimation 
(S.W. Alberta) 

D.L. Golding, NFRC Relevant to forest and 
watershed management. 

AL-2 Boreal vegetation 
(N.W. Alberta) 

P. van Eck, NFRC Involves the most important 
forest region of Canada. 

AL-3 Forest fire incidence 
patterns 

J. Niederleitner, 
NFRC 

Vegetation succession after 
fire included in study. 

(Central Alberta) 

AL-4 Snow-melt patterns 
(Alberta) 

J.M. Powell, NFRC Some ground studies have 
been completed; significant 
for forest regeneration 
studies. 

AL-5 Forest management 
(Rocky Mts. East Slope) 

C.L. Kirby and Well documented test area 
K. Froning, NFRC with many species. 

ON-1 Forest fire sizes and 
intensities 

C.E. Van Wagner, PFES ERTS B experiment 

(E. Ontario) 

ON-2 Spruce budworm infestations W.L. Sippell, GLFRC Major outbreaks might be 
(N. Ontario) delineated. 

NF-1 Lichen forest recognition w.c. Wilton and An important northern forest 
(Labrador) R. Wells, NFRC type. 

NF-2 Strip cutting of black R.C. van Nostrand, A major logging area with 
spruce NFRS well-documented silvicultural 

(Newfoundland) experiments. 

*FMI - Forest Management Institute, Ottawa; PFRC - Pacifie Forest Research Centre, Victoria; 
NFRC - Northern Forest Research Centre, Edmonton; PFES - Petawawa Forest Experiment Station, 
Chalk River; GLFRC - Great Lakes Forest Research Centre, Sault Ste. Marie; NFRC - Newfound
land Forest Research Centre, St. John's; MFRC - Maritimes Forest Research Centre, 
Fredericton. 

imagery (the Canadian Centre for Remote Sens
ing and ultimately NASA) are far looser than 
the essentially contractual relationships 
that bind NASA and the individual U.S. ERTS 
experimenters. Thus, for example, how cer
tain can one be of obtaining the supporting 
aircraft data during 1972? No doubt this 
will be clarified during the next few weeks, 
but plans had to be completed simply on the 
assumption that data would be available. 

Then there is the risk of negative results, 
and this does not merely refer to the pos- _ 
sibility of failure of the satellite or read
out system . Rather, the CFS has incurred 
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considerable risks by selecting and document
ing test sites before imagery is available. 
It is to be expected that no acceptable 
imagery will become available for some of 
these sites, because of cloud cover or tech
nical problems, but we hope that the percent
age will be small. 

This early selection of test sites was made 
for two reasons. First, to speed up the pro
cess of ERTS interpretation and secondly to 
eut down on what Robert N. Colwell calls 
"ghee-whizz research". "Ghee-whizz research" 
arises when someone picks up a piece of ERTS 
imagery and exclaims: "I have this image and 



ghee-whizz, I can see something on it; ghee
whizz, it's a lake, or a forest!" and off we 
rush to the printers. One substitute for 
this haphazard and arbitrary way of arriving 
at conclusions is through the selection of 
test sites after a priori consideration of 
significant problems and important areas. 

In analysing the -results of the interpretation 
of ER.TS imagery one will have to distinguish 
exactly between (a) observing an object on 
ERTS imagery, only because it was known that 
the object had to be there, (b) detecting an 
anomaly or change, but being unable to iden
tify it and (c) correctly identifying an 
unexpected object. If the second of these 
alternatives is very common, as it well may 
be, there will be great emphasis upon sampling 
procedures using ground work and aircraft. 

Satellite imagery will probably be another 
step forward in expanding and improving the 
techniques available for surveying the forest 
environment. It is a part of the progression 
linking field-work, large-scale photography, 
conventional medium- and small-scale photo
graphy and ultra-small-scale aerial photo
graphy. 

The major problem in making efficient use of 
satellite imagery will be in extracting useful 
information from the mass of available data. 

We do not think the answer to this problem 
lies in low resolution systems, which achieve 
"automatic data reduction". The requirements 
for data are too varied to justify such 
arbitrary truncation at any stage of data 
collection. The answer will lie in the 
development of efficient statistical methods 
for retrieving desired information as Aldred 
(1972) has discussed at this Symposium, and 
it will lie in clear ideas about the purpose, 
benefit, cost and efficiency of any proposed 
task. 
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EXPERIMENTS IN AERIAL REMOTE SENSING FOR 

HIGHWAY ENGINEERING 

Cal D. Bricker 
Department of Highways and Transport 
Edmonton, Alberta 

SUMMARY 

The Alberta Department of Highways and 
Transport is researching various remote 
sensing methods to assess their possible 
application to highway engineering. The 
object of the program is to assess photo
graphie and non-photographie sensors as they 
become available, by evaluating each type and 
combinations of types to currently used 
panchromatic air photography. 

Ground test sites were selected that contained 
a diversity of cultural and natural features 
encountered in highway route location in 
Alberta. These sites, previously well covered 
by existing panchromatic photography at 
various scales, were field investigated prior 
to and immediately after each sortie to 
establish ground truths. 

The remote sensing sorties were flown to 
flight-planned specifications in varying 
combinations of photographie and non
photographie sensors. In addition to the con
tracted coverage, remote sensing imagery flown 
by the Remote Sensing Centre of Canada was 
incorporated into the program as it became 
available. 

Interpretation experiments were carried out in 
each type of imagery, in combinations of types 
and in photographically reproduced variations 
of the original, to define the type (s) that 
may at present produce the maximum usable data 
for highway location studies. 

This paper describes generally and not 
specifically the first of these experiments in 
a continuing program of analyzing types of 
remote sensing imagery as they become 
available and comparatively assessing the 
cost/value of each type with that of pan
chromatic air photography. 

INTRODUCTION 

The Alberta Department of Highways and 
Transport at present exclusively util izes 
panchromatic air photography for gathering 

data applicable to highway engineering. 
Although the photography is used for planning, 
construction, maintenance and many secondary 
uses, this paper deals only with its major 
application - highway route location. 

The majority of air photography is flown by 
aerial survey companies under contract to the 
Department and the remainder procured from 
provincial and federal air photo libraries. 
All of the contracted air photography is 
available to the public by purchase through 
the Provincial Government's Air Photo Library. 
The planning branch has over the past five 
years purchased by contracta yearly average 
of 1860 flight line miles of new photography 
in the form of the film and two sets of 
photographs and an additional 9839 contact 
prints from other sources. The photography 
used primarily for air photo interpretation in 
route location studies is flown at scales of 
1 in. =500 ft, 1 in. =100 ft and 1 in. = 
2000 , ft with specific areas requiring more 
detailed study at larger photo scales. Library 
reprints usually at a scale of 1 in. =2640 ft 
are used mostly for regional terrain studies 
and are supplemented in a few areas of the 
Province by older 1 in. =3333 ft cover age. 

With air photo interpretation an established 
part of route location studi es and i ndicat i ons 
of yearly increases in the amount of photo
graphy required, the recent availabi l i ty of 
new aerial sensors and camera systems suggests 
an even more efficient means of obtaini ng data . 
As our experience wi th remote sens i ng, other 
than panchromatic ai r photography, was l i mi t ed , 
an evaluation program designed to our spec i fi c 
requirements was established. The object i ve 
being to assess the potential value to cost of 
each type of imagery and comb i nations of types 
and to evaluate them agai nst a known factor -
the procurement and interpretat i on of 
panchromatic air photography. As the cos t of 
procur i ng aeri al i magery cont i nuous l y varies 
and the va lue of the interpre t ati on fluctua t es 
wi th the s kill and experience of t he i nterpreter, 
the cost/va lue est imations are certainly more 
pr obab l e than actual. Basically , t he program 
is to as sess the benefits derived fr om each 
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remote sensing method and evaluate these 
benefits with the present cost. 

METHOD 

A series of remote sensing flights were made 
of three test sites in different areas of the 
Province. The criteria in selecting the sites 
was that they contain classic examples of 
different cultural and natural features 
encountered in route selection studies, that 
they were accessible for ground investigation 
and that they had been previously well covered 
by panchromatic air photography at various 
photo scales. Each type of imagery was then 
individually and comparatively interpreted 
utilizing all the background studies and 
ground truth information available. 

Airborne coverage of test site one - Edmonton
East, was co-ordinated with the faculty of 
agriculture of the University of Alberta and 
Grumman Ecosystems on a cost-sharing basis. 
Although separate interpretation studies were 
made in Edmonton with different, but related, 
objectives, an exchange of information was 
made throughout at the working level. 

The test site was flown in August 1970 in 
color and infrared false color exposed 
simultaneously on a time-coincident and field 
of view-coincident frame by frame basis at a 
scale of 1 in. =1760 ft. Thermal imagery in 
4.5 to 5 microns was obtained on the same 
sortie and repeated that night in 0.5 to 5 
microns. 

Imagery from flights sponsored by the Remote 
Sensing Centre of Canada in color, infrared 
false color, infrared black and white, black 
and white (red and green) and thermal scanning 
at 3 to 5 microns was also incorporated into 
the program as it became available. 

Test site two - Devon, Alberta, was flown in 
August 1970 a t a scale of 1 in. = 1000 ft wi th 
panchromatic, color and infrared false color. 
Test site three - Edson-East, was flown in 
September 1971 at a scale of 1 in. =1000 ft 
in color and infrared false color. 

Coverage of sites two and three flown 
specifically for the Department by Alberta 
organizations was semi-simultaneous, that is, 
each site was taken with one camera on the 
same sortie as fast as film and filters could 
be changed. 

GROUND INVESTIGATION 

The sites were thoroughly investigated on the 
ground utilizing available studies, maps and 
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reports. Ground truths were established and 
key features photographed in some instances 
in panchromatic, color and infrared false 
color for comparison with similar airborne 
films. Later ground investigation checked 
key features against their signatures on the 
imagery. 

An experiment to assess the readability of 
ground targets for use as control points in 
mapping was attempted. Ground targets in 
various sizes, shapes, colors and reflective 
surfaces were laid out on different terrain 
backgrounds adjacent to one of the sites. The 
concept and construction of the targets was 
more successful than the results obtained -
the aircraft missed the target area. 

MOSAICS 

Semi-controlled mosaics were constructed of 
each area for background study purposes. 
Those for region~l studies were compiled from 
small- and medium-scale existing photography 
and of each test site from the program's 
larger scale photography. 

An uncontrolled mosaic was also constructed 
from the night time thermal imagery to provide 
a regional 'picture' during detailed study of 
each line. The centre portion of each line
strip was photographically enlarged and 
printed on paper with a glossy finish and 
normal mosaic construction techniques used with 
adjustments to compensate for the distortion 
inherent in line scanning. Lateral oblique 
distortion and improperly aligned flight lines 
necessitated variations in the amount of 
lateral overlap used to butt together line
strips, resulting in varying amounts of 
distortion throughout the mosaic. Generally, 
the mosaic was very acceptable and of great 
assistance in relating an object under study 
to the overall view. 

All of the mosaics were photographically copied, 
and by different techniques photographie and 
blue-print paper copies produced. The blue
print paper prints, although lacking the 
clarity of the original, were an economical 
method of annotating preliminary study data. 

INTERPRETATION 

Each test site was quantitatively interpreted 
and selected terrain features such as 
granular deposits, vegetation, sand dunes and 
muskeg were subject to qualitative study. 

The interpretation techniques used in the 
program to date are: 



Separate interpretation of the pan
chromatic and color prints and some of 
the infrared false color in print form. 

Separate interpretation of the pan
chromatic and color negatives and the 
infrared false color transparencies. 

Interpretation of the panchromatic, color 
and infrared false color in various 
combinations to utilize the complementary 
attributes of each type. 

Interpretation by cross-pairing successive 
frames of different imagery. 

Separate and combined interpretation of 
the day and night thermal imagery. 

Comparative analysis of the day thermal 
imagery with the simultaneously acquired 
color and infrared false color. 

Comparative evaluation of small-scale 
70 mm imagery to medium-scale 9 inch 
format photography for regional terrain 
studies. 

Selections of different types of imagery 
covering the sarne terrain area were 
distributed arnong engineers and technical 
personnel presently using black and white 
air photography for opinions as to the 
value of each type to their particular 
field. 

The first phase experiments have indicated 
that a more comprehensive extraction of data 
is possible by employing other methods of 
remote sensing than black and white photography. 
We are now assigning specific sensors to 
specific areas of study for a more thorough 
evaluation. 

Time allows only a brief summary of some of 
the results obtained to date. 

Color photography is preferred by the 
majority of personnel for interpretation as 
it appeared more realistic than the varied 
tone black and white photography. It also 
supplied more data than any one of the 
other types of imagery. 

Combinations of black and white, color and 
infrared false color, although time consuming 

to interpret, supplied the largest amount of 
information. 

Infrared false color more clearly defining 
wet and dry areas and tree types has an 
advantage over other imagery for mapping 
drainage, patterns and the study of mliskÉfg • . 
Indications are that this film has a possible 
application in interpreting areas of potential 
slumping. 

'Ibe identification of ground signatures 
indicating possible sources of sand and gravel 
is more clearly defined on small-scale color, 
and in certain instances infrared false color, 
than on black and white. 

The application of infrared black and white, 
color, and infrared false color to mapping 
drainage patterns, muskeg and granular deposits 
is to be the subject of further and more ex
acting experiments. 

CONCLUSIONS 

In mediums other than panchromatic photography 
our limited experience with other systems led 
to many varied productive and non-productive 
interpretation techniques, some of which, 
without further controlled tests, may have 
led to incorrect assumptions and attributed an 
importance or lack of importance to types of 
imagery not in keeping with their true value. 

Although our experiments are imcomplete, 
indications are that all of the photographie 
sensors have an application to highway 
engineering. A cost/value assessment based on 
today's cost of procuring aerial imagery and 
our interpretation studies to date, indicate -
(1) panchromatic air photography is the best 
dollar value for programs involving large 
quantities of imagery (2) combinations of 
panchromatic, color and infrared false color 
supply more information than a single type and 
are the best cost to value if employed in 
small terrain areas for specific requirements. 

Non-photographie thermal imagery requires more 
expertise in its procurement and interpretation 
before an assessment can be made of its true 
capabilities. Our experiments have indicated 
that it has a potentially valuable application 
in specific areas of highway engineering. 
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A PROPOSED ORGANIZATION FOR THE 
EFFICIENT INTERPRETATION OF REMOTE 
SENSING DATA 

H. W. Thiessen, Director, 
Interdepartmental Planning Division, 
Alberta Department of the Environment, 
Edmonton, Alberta. 

SUMMARY 

In Alberta, we have now had one season's exper
ience of remote sensing service with the Remote 
Sensing Center. This experience included sev
eral sources of photography in a variety of 
locations throughout Alberta requested by num
erous provincial government agencies under the 
auspices of the interdepartmental Conservation 
and Utilization Committee. In addition, several 
departments of the federal government, and the 
University of Alberta, have participated in re
mote sensing photography withirÎ Alberta during 
the same period. 

Prior to this time, we have had other exper
iences with private contractors utilizing remote 
sensing in several interdisciplinary studies. 
These experiences have convinced us that the 
existing organization and use of remote sensing 
is not meeting the challenge of the need for this 
capability, nor is it anticipating the full poten
tial of the technology. 

We would propose the development of an organ
ization in vol ving interdiscipl inary anal y si s 
comprised by a variety of disciplines and sup
ported by several levels of government and re
search institutions. In this manner, we may 
realize the full potential of this science with the 
greatest efficiency to our taxpayers. 

INTRODUCTION 

In the closing hours of the first remote sensing 
symposium to be held in Canada, it is apparent 
that much time and effort has been expended in 
the preparation of technical papers describing 
the capability and potential of this rapidly dev
eloping technology. Far less, however, has 
been said on how this sophisticated technology 
might be interpreted and applied to the multitude 
of problems facing our nations resource man
agers and administrators; and still less has 

1st CDN SYMPOSIUM ON REMOTE SENSING, 1972 

been said on the administrative organization 
which might translate the imagery, data and 
jargon of the specialist into the language and 
facts of the decision maker. 

It is my personal belief that the gap separating 
remote sensing technology and the capability to 
interpret it for efficient action is progressively 
widening and that some very positive measures 
are required to bridge it. It should be empha
sized at this point that the views put forth in 
this paper are the sole responsibility of the 
author and do not necessarily reflect those of 
his employer, the Government of Alberta, 
although they may reflect the partial opinions of 
numerous co-employees with whom the author 
has discussed this situation over the past 
several years, especially Mr. B. Patterson and 
Dr. G. L. Niel sen of the Alberta Department of 
the Environment. 

The proposal is intended to describe at a con
ceptual level an organizational relationship 
which could correct the current administrative 
hiatus within Alberta, and possibly in other 
provinces. For the benefit of those not familiar 
with the Alberta Government structure, organ
izational details will be omitted, although 
occasionally specü ic clarification will be 
provided. 

ESTABLISHMENT OF A REMOTE SENSING 
INTERPRETATION INSTITUTE 

It is proposed that a Remote Sensing Interpre
tation Institute should be created whose primary 
purpose would be to service remote sensing data 
users in any given region. This regional 
Institute could be synonomous with a province or 
with a geographic region of Canada although the 
writer prefers the former in order that inter
provincial matters would not compl icate its 
establishment. 
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PRINCIPAL ELEMENTS OF THE INSTITUTE 

There are several critical elements which would 
be required in the structuring of the proposed 
Institute. Their neglect in the establishment 
would in all likelihood create numerous weak
nesses or even fa il ure; on the other hand however 
their successful inclusion will be extremely 
difficult and could prevent the Institute from 
becoming a reality. 

Governmental and Non-Governmental Partici
pation 

In addition to governments, the organization must 
include universities as well as the aero-survey 
industry. Not only must their presence be 
physical, but it must be fiscal as well. 

Intergovernmental Participation 

Municipal governments as represented by metro
politan areas and regional planning commissions 
must be represented as well as the federal and 
provincial governments. As both rural and 
urban planning accelerates, the need to invol ve 
that level of government with the greatest de
gree of responsibil ity for immediate short term 
planning becomes more evident. 

Inter-Disciplinary Participation 

The imagery and data· results of remote sensing 
does not recognize the artificial and sometimes 
arbitrary barriers created by universities and 
perpetuated by professional associations. Al
though the resources and the profession trad
itionally associated with their management are 
discrete and defineable the environment is not. 
It is holistic and its complex interrelationships 
can best be identified and interpreted by teams 
of multi-disciplinary professionals. 

Inter-Departmental Participation 

Since many of our government departments can 
be identified by their professional staff and 
since each department has a specific fonction 
to perform, it is imperative that each depart
ment has the opportunity to participate in ad
vising and also staffing the Institute. Not only 
will these contributions result in better develop
ed solutions but also in a better appreciation of 
the complex interrelationships of environmental 
systems. 
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Core Interpreters 

The core staff, in addition to the necessary 
clerical and administrative staff, should con
sist of qualified professionals seconded from a 
variety of agencies and disciplines with a corn
mon interest and capability of remote sensing 
interpretation. For example, they could include 
a regional planner specializing in transportation; 
a forester specializing in forest protection re
search; a hydrologist specializing in moisture 
regime; an agrologist specializing in crop pro
duction and a geographer specializing in land 
use planning. Each of these would interpret the 
same data uniquely on the basis of his profes
sional training and related work experiences, 
however, when the five interpretations were 
collated, additional conclusions would be 
reached based on the inter action of the five 
uni-disciplinary views resulting in a far more 
comprehensive interpretation than any single 
one discipline could have made. 

It is proposed that this core staff be seconded 
from their regular employment for one or two 
years at which time they might withdraw and re
turn to their former employment. In this 
system, they would remain in touch with the 
practical application of their interpretations 
and not become isolated from the administra
tive and resource management responsibilities 
throughcomf ortable ensconcement within re
search laboratories. The seconding could take 
place over irregularly staggered periods, con
sequently new disciplines and fresh techniques 
would be the order of the day. A beneficial side 
effect would result from the seconded inter
preter returning to his former employment, 
practising some of his newly acquired inter
disciplinary interpretative skills as well as 
passing them on to his less fortunate colleagues. 

Administration of the Institute 

The Institute should be under the direct admin
istration of the irovincial government and man
aged by a full time permanent administrator. 
He would be guided by a board of directors com
prised of representatives of the various users 
including the federal government, the provin
cial government, municipal government, uni
vers ities and the aero-survey industry. 

Within the provincial government a permanent 



interdepartmental advisory committee should be 
structured in order that adequate consideration 
would be given to the various provincial needs 
and transmitted to the administrator through 
the provincial director on the board. A similar 
federal committee would also be recommended. 

The physical plant of the Institute could be 
attached to the provincial natural resource or 
environment research component. There are 
several examples of this relationship in Alberta 
already which appear to be reasonably function
al. 

FUNCTIONAL RESPONSIBILITY OF THE 
INSTITUTE 

The Institute would serve as the provincial 
counterpart of the Canadian Center of Remote 
Sensing and therefore have similar responsi
bilities of a provincial nature. Principal fonc
tions would include the following: 

- Service and Co-ordinate all Applications for 
Remote Sensing Data in the Province 

The Institute would co-ordinate, arrange and 
schedule requests for data, whether obtained 
directly from the Canadian Center of Remote 
Sensing or required to be flown on request. 
Under this system the various provincial 
users would be kept informed of what data was 
available within Alberta, what data would be
corne available and how they might obtain 
additional data on areas to be flown. 

During the past several years, we have ex
perienced some degree of confusion in this 
general area within Alberta. This was partly 
as a result of unco-ordinated govermre nt 
action at both levels and partly as a result of 
over zealous aero-survey operators. 

This fonction would also apply to the necessary 
arrangements for adequate ground truthing as 
well as the actual planning required prior to 
specifying the sensing criteria. 

- Undertake Primary Interpretation of all 
Alberta Data 

All Alberta data would be interpreted to a 
primary level by the Institute and the re
sultant information made available to the co-

operating users. 

More specific or secondary interpretation 
could be made upon request, although a user 
fee charge would be levied on the co-operator. 
The distinction between primary interpre
tation and secondary interpretation is subject 
to further study and clarification. It could be 
arbitrarily decided that primary interpreta
tion included the collation and elaboration of 
the multidisciplinary team. 

- Maintenance of Equipment Inventory for Use 
by Co-operating Agencies 

In many instances the secondary interpreta
tion could possibly be done more effectively 
directly by a co-operator providing that he 
had access to some of the equipment. For 
this reason, it would appear more efficient 
that the various agencies pooled their equip
ment inventory with the Institute resulting in 
one extremely well equipped center available 
to all rather than each agency independently 
maintaining an under-equipped semblance of 
an interpretation unit. 

- Maintenance of Data Library and Training 
Information 

This is a natural adjunct growing out of the 
above three f unctions which must be provided 
to maintain continuity of research and devel
opment. 

CONTRIBUTING RESPONSIBILITIES OF THE 
CO-OPERA TING AG ENCIES 

In addition to a great deal of effort and goodwill, 
very specific contributions would be required 
from the various co-operating agencies. 

- Provincial Government 

The provincial governm ent should supply the 
space and the administrative and clerical 
staff as well as the secondment of qualified 
personnel in those areas of expertise common 
to the provincial jurisdiction, plus a portion 
of the annual operational budget. 

- Federal Government 

The federal government should provide re-
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search grants, a portion of the annual oper
ational budget in the form of a grant plus 
secondment of qualified personnel in those 
areas of expertise common to federal juris
diction. 

- Municipal Government 

The municipal government should provide the 
secondment of qualif ied personnel in those 
areas of expertise common to its jurisdiction 
or provide a salary grant in 1 ieu thereof in 
order that such staff could be hired directly 
by the provincial government. 

- Universities 

The universities and possibly technical in
stitutions should provide interpretative 
assistants in the form of graduate or tech
nical students and also research expertise 
where available. They should also provide 
teaching capability where possible. 

- Aero-Survey Industry 
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The industry should provide the major equip
ment required to equip the Institute. In the 
past the industry has been active!y encour-

aging the üse of sensing arid photography bût 
appears to have taken the view that its re
sponsibility has ended with the processing of 
the data. A far greater market for its cap
ability would develop if the industry also 
accepted a responsible role in the inter
pretation of the data to providing the nec
essary equipment. The industry has an 
opportunity to improve its image through 
co-operation rather than divisive compet
ition. 

NON CO-OPERATING USERS 

There would be numerous users in the private 
sector who would not be co-operators. These 
could have interpretation of their data done on 
a cost plus basis with the primary interpre
tation information becoming available to all of 
the co-operating users. 

CONCLUSION 

Our nations resource managers can gain in
estimable benefits from this technology .at a 
saving to the taxpayers and consumers. We 
must, however, devise a more efficient organ
izational system of interpreting the data and 
disseminating the information to prospective 
users. The proposed Institute can accomplish 
this .. 



THE CANADIAN FORCES AIRBORNE SENSORS 

FAMILIARIZA TION PRCDRAM. 

Lieutenant Colonel M. Sugimoto 
Directorate of Aerospace Combat Systems 
Canadian Forces Headquarters 
ottawa, Ontario. 

INTRODUCTION 

Gentlemen, as already mentioned, that 
(slide 1) is t he subject of my paper. 
Although that appellation implies coverage 
of a wide range of airborne sensors, the 
program is in fact lirriited to ·a considera
tion of remote sensors for reconnaissance 
and surveillance. 

The outline of my paper is as shown on the 
slide (slide 2). Time permitting, I would 
also like to show you ,some slides of infra
red linescan imagery obtained with our 
equipment. 

BACKGROUND AND AIM 

I should like to start then wi th a few words 
on the background to our program. It is 
evident that remote airborne sensors have a 
part to play in a1most every conceivable role 
to which t he Canadian Forces could be assign
ed. Yet 1.·n. th respect to some of t he most 
promising types of airborne sensors available 
today for surveillance and reconnaissance, 
we lack both the operational and the tech
nical expertise to select and to employ 
operationally those airborne sensors which 
will enable us to accomplish our assigned 
roles and missions . 

We don 't know enough about them to define 
specific requirements; even if we could do 
that much, at t his point intime we would not 
be able to specify the most _effective equip
ment to meet those r equirements; and finally, 
we lack the operational expertise to put 
those sensors to their optimum use. Compound
ing all of this is the fact t hat with respect 
to our role of arctic surveillance , the means 
of carrying out t hat role are still subject 
to review. le do believe that the arctic is 
an area where sideways looking airborne 
radar and i nfrared linescan, ie, SI.AR and 
IRIS systems , have great potential yet our 
lack of knowledge is greatest on these two 
types of sensors , especially in the northern 
envi r orJnent . 
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This serious lack of knowledge is recognized 
at the highest levels within the Canadian 
Forces and the Defence Research Board. 
Therefore, the Canadian Forces, in coopera
tion with the DRB, have embarked on the pro
gram which is the subject of this paper. The 
broad aim of t he program is to acquire the 
knowledge and skills necessary to specify 
requirements for, to acquire and to operate 
airborne surveillance and reconnaissance 
sensors which will enable us to accomplish 
our assigned roles and missions. 

APPROACH 

That, briefly, is the background and aim of 
our program. I shall now outline t he ap
proach which we have taken. In general, it 
has been our intent to procure limited quan
tities, by that I mean one or two of each, 
of appropriate state-of-the-art equipnents 
and t o conduct a flight program aimed at 
gaining first-hand experience on the sensors 
now available for our surveillance and re
connaissance tasks, and determining their 
full capabilities and limitations. 

I would like to emphasize what I have just 
said because I think therein lies an import
ant difference between our current activities 
and the activities of many of you in the 
audi ence today . Most of you have rather 
specific tasks you wish to perform with 
remot e airborne sensors. In many cases it 
matters not if you do the job yourself or if 
you have others doit for you . On the other 
hand, we in the Department of National De -
fence must be able to do the job ourselves . 
We must be able (a) to formula te requirements, 
(b) to procure the most effective equipment 
to meet those requirements, and. ( c ) to put 
those sensors to their optimum use over a 
wide range of surveillance and reconnaissance 
tasks. 

To t liis end , we have procured the equipment 
shown on t his slide (s lide 3 ) two sets of 
I RIS and one set of SI.AR equipment . Since 
SLAR and I HIS are t he most complex types 
among t he several most promising types of 
sensors fo r our purposes , we have concentra
t ed our progr ar:i. initially on these t wo t ?pes . 
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METHOD 

That being our approach, what then is our 
method? ie, how do we intend to carry out 
our program. For guidance of staffs in
volved in planning or conducting the pro
gram, vre have produced a detailed statement 
of our objectives for each of the two types 
of sensors currently programmed. The gene
ral program objectives are as shown on this 
slide (slide 4). These have been amplified 
in considerable detail to ensure thnt no 
important considerations are overlooked, 
and conversely, that no unnecessary investi
gations are undertaken. This slide ( slide 5) 
shows operational objectives for example. 
Each of these have be en further amplified, 
and as an example we can look at sea going 
targets as shown on the next slide ( slide 6 ) • 
The early stages of the program have been 
well defined, but it is impossible at this 
time to state categorically when, or after 
what studies, the program should be termina
ted. Nevertheless, the program for each 
sensor has been divided into six phases as 
shown on this slide (slide 7). These are 
not mutually exclusive in order or time. 
They have been established to provide a 
logical order for the familiarization of 
each sensor, and they help to identify and 
to assign responsibilities and tasks to 
specific organizations. Keeping t hes e 
phases in mind and using our detailed ob
jectives as a guide, we have assigned re
sponsibilities and tasks to the organiza
tions shown on this slide (slide 8). The 
coordination and managanent of the program 
remains in the Canadian Forces Headquarters 
here in ottawa. 

CURRENT STATUS AND FUTURE OUTLOOK 

Now I should like to summarize our current 
status and future outlook. I would like to 
deal with the IRIS system first. I mention
ed earlier that we had procured two sets of 
IRIS equipnent, one set has been installed 
in a CFlOO aircraft, and a program involv
ing some 200 hours of flying is currently 
underway, basically for the technical evalu&
tion. The second set has been installed in 
an Argus long range patrol aircraft, and a 
program involving some 400 hours of flying 
is currently underway, basically for the 
operational evaluation . Since the Argus 
aircraft provides us with a platfonn to 
perfonn inflight adjustments and experiments, 
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some of the technical and scientific evalua
tions are being done using the Argus. Now 
I shall turn to the SI.AR system. The one set 
which we have procured has been installed in 
an Argus aircraft. This pa.rticular aircraft 
is the one that has been on static display 
at Upland throughout the day. The installa
tion and checkout flights have just been 
completed and we are now ready to commence 
a program of some 400 hours of flying. 

The SI.AR and IRLS program will extend over 
at least the next eighteen months. By that 
time we hope we have acquired sufficient 
knowledge and experience on these two sensors 
to answer many questions. For example: what 
is the effectiveness of these sensors: how 
should they be employed; under what condi
tions and against which targets; what cover
age can be provided ,and how often. These 
are but a few of t he r:i.any questions which we 
hope to be able to answer. In addition we 
hope to have a better understanding of the 
human factors involved in the effective use 
of this equipnent by aircraft crews as wel~ 
as ground interpreters. We hope to have a 
better feel for the quantities, t ypes of 
equipment, and the level of support required. 

As the program evolves, areas where coopera
tion would be mutually beneficial will no 
doubt become apparent. I speak of coopera
tion with other departments and agencies 
with whom some areas of cooperation have 
already been or are being exploited. Other 
areas will be exploited as they become 
apparent. 

Our program currently deals with only SI.AR 
and IRLS, but we are considering other sen
sors, for example, low light level TV and 
forward looking infrared. However, nothing 
definitive has been planned to date with the 
exception 6f some work, which the Communica
tions Research Centre has undertaken on our 
behalf, to explore the feasibility of adapt
ing astate-of-the-art coherent airborne 
search radar to function as a SIAR. 

Now before I conclude my paper, I believe I 
have enough time to show you the slides of 
IRIS imagery. All of the slides which you 
are about to see were obtained with our 
Reconofax XIIIA mounted in the Argus aircraft. 
The first slide (slide 9) shows t he ferry 
boat between New Brunswick and PEI - the 
JOHN HA 1ILTON GREY - taken at night from an 



altitude of 500 feet. The wake is noticeable 
for close to 5000 ft aft of the ferry. I 
would ask you to note the length of the vessel 
and compare it with the vessel in the next 
slide (slide 10). This is the same ferry 
seen from the same altitude. In the previous 
slide, the V/H ratio was incorrect as it is 
in this one but in the opposite direction. 
This next slide (slide il) is a shot of the 
naval yards in Halifax Harbour taken at dusk 
from an altitude of 1000 feet. The next 
slide ( slide 12) shows HaJif ax Harbour again 
from an altitude of 2000 feet at dusk. The 
thermal effluent from the Nova Scotia Ll.ght 
and Power Company plant is very noticeable . 
The next slide (slide 13) shows the airfield 
at Chatham, New Brunswick taken at dusk from 
500 feet. The aircraft in various stages 
of run up or shut down can be seen. The 
roll stabilization was inoperative during 
this shot and the effects are visible 
especially on the edges of the hangars . The 
next slide ( slide 14.) shows a f reighter taken 
at dusk from 500 feet. This shot was taken 
using manual gain control in lieu of auto
matie gain control. Consequently the cargo 
is recognizable on the deck. The next slide 
(slide 15) is a standard dayt:i.me photo of t hat 
same freighter. The next slide (slide 16) 
is a shot of an offshore drill rig taken 
during daylight from 1000 feet. The next 
slide (slide 17) is a shot of the oil rig 
on Sable Island taken duriDg daylight from 
1000 feet. Buildings and equipment are 
noticeable but not recognizable. This next 
and last slide (slide 18) is a shot of the 
tip of Sable Island taken during daylight 
from 1000 feet showing, would you believe, 
a herd of seals. 

Gentlemen, that concludes my presentation. 
I hope I have given you a clear understanding 
of the background and a:i.m of our program, 
and given you an appreciation of t he approach 
and method we have used, as well as a feel 
for t he current status and future outlook 
of our program. I t hank you. 
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THE APPLICATION OF MULTISPECTRAL REMOTE 
SENSING TO THE STUDY OF SOIL PROPERTIES 
AFFECTING EROSION 

G.F. Mills, 
Manitoba Oepartment of Agriculture, 
Pedol ogy Section, • 
Winnipeg, Manitoba. 

ABSTRACT 

Medium and high altitude multispectral 
photography and low altitude thermal infra
red scanning was obtained for the Wellwood 
area of Manitoba during the summer of 1971. 
An evaluation of the various kinds of imagery 
was carried out to determine if these 
techniques could be applied successfully 
to identify the soil properties which affect 
erodibility and to determine the extent and 
severity of soil erosion in the study area. 

Examples of the various kinds of imagery, the 
signatures obtained and an evaluation of 
the imagery in light of the ground truth 
collected in 1971 is given. These preliminary 
analyses indicate that no single film-filter 
combination or image type is best for 
identifying or mapping all of the soil 
properties which are significant to soil 
erosion. None of the image types~ de
pendable for differentiation of soil texture. 
Variation in soil organic matter content 
could be identified by colour infrared, 
red band and thermal infrared imagery. Soil 
moisture properties could be differentiated 
on the near infrared black and white and 
colour imagery as well as with the thermal 
infrared data. An assessment of topographie 
pattern and slopes could be accomplished on 
all image types, but most easily with pan
chromatic black and white red band and colour 
infrared imagery. Study of soil moisture 
and organic matter contents could be made 
semi-quantitative with sufficient detailed 
ground truth collection. 

INTRODUCTION 

The field study of erosion and delineation 
of its extent and severity presents many 
difficulties. In general, erosion differences 
and their significance can be evaluated only 
in relation to each individual soil type. 
In the past, estimation of erosion losses has 
been accomplished by setting standards on 
each soil for reference. Arduous and time 
consuming ground-truth collection in the 
form of on-site soil inspection has been 
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necessary in order to compare representative 
sites to the standards. The delineation of 
the areal extent of erosion usually has been 
dependent on the use of aerial photography. 
Again, certain limitations are inherent in 
the use of this technique. The effects of 
erosion may have been masked by crop or 
vegetative cover at the time of flight. 
Recent aerial photographs are not always 
available for the area in which erosion is to 
be assessed. Correlating the grey tones of 
black and white photography with the various 
colours found in soils is difficult. Variation 
in film exposure and development can also 
cause interpretive pr.oblems. 

We have had the opportunity recently to 
evaluate the new techniques of multispectral 
remote sensing in Manitoba. There is very 
little research available pertaining to 
remote sensing· and erosion studies. However, 
remote sensing has been shown useful for 
evaluation of certain soil properties, some 
of which are directly related to soil erosion. 
For example, wavelengths in the thermal 
infrared range are specific to soil temper
ature characteristics, which in turn relate 
to oTher soil properties such as moisture 
and organic matter content. 

These and other remotely sensed data can be 
evaluated either from the point of view of 
assessing how much new information can be 
gained from a particular wavelength, or what 
new information can be gained by interpre
tation of two or more image types in unison. 
In evàluations of imagery of various wave
lengths, emphasis should be placed on what 
new information can be gained from that 
wavelength; not necessarily which imagery 
provides the most information. 

The purpose of this paper is to determine 
how the recently developed techniques of 
remote sensing can be used as an aid in the 
study of soil erosion. Pursuant to this 
objective, one must determine the relation
ship between the response on the various 
kinds of imagery and the soil properties which 
affect erosion. 
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SOIL EROSION AND ERODIBILITY 

The effects of soil erosion are many and 
varied. There are losses to the overall 
productive capacity of the agricultural 
industry dependent on the soi 1. The indi
vidual farmer-producer can suffer direct 
loss of income either in the form of higher 
production costs (chemical and fertilizer 
inputs) or in reduced yields. To this must 
be added the cost of damage to the environ
ment resulting from air and water pollution. 
These agricultural and environmental effects 
from soil erosion further affect the overall 
economy through costs involved in prevent
ative measures related to conservation and 
the maintenance of engineering works. The 
cost of protective measures to control soil 
erosion during the past forty years in the 
United States has been more than eleven 
billion dollars (Jacobson, 1969). In spite 
of these tremendous efforts towards amelior
ating soil erosion affects, there appears 
to be no ready soluti9n to the problem. 

Erosion has been defined as the wearing away 
of the earth 1 s surface by the forces of water 
and wind (Soil Survey Manual, 1951). This 
is so-called natural erosion occurring in 
the environment undisturbed by man. Erosion, 
as used in soi 1 science, refers to 11acce1 er
ated erosion", or erosion of soil resulting 
from exposure of the soil surface to runoff 
or wind action. Burning, overgrazing, 
forest cutting or tillage are activities which 
destroy or weaken the vegetation protecting 
the soil and so contribute to accelerated 
erosion. 

Soil erosion processes can be divided into 
two classes, water erosion and wind erosion, 
according to the moving agent. Both kinds of 
erosion have taken, and are taking place, 
on Manitoba soils. In subhumid climatic 
areas such as Manitoba, soil erosion by wind 
has occurred to some degree on virtually all 
of the cultivated agricultural soils. The 
effects of water erosion become more impor
tant on the cultivated soils above a certain 
percent slope class. 

The inherent erodibility of a soil is a 
complex property dependent both on its 
infiltration capacity and on its capacity 
to resist detachment and subsequent transport 
by rainfall, runoff and wind action 
(Wischmeier, W.H. and J.V. Mannering, 1969; 
Anderson, D.T. et al., 1966). Soil properties 
that contribute significantly to variability 
in soil loss include particle size distri• 
bution, organic matter content, pH, str ~cture 
and bulk density of the plow layer and sub-
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soi 1, pore space filled by air, degree of 
aggregation, type of parent material and 
various interactions of these variables. It 
has been shown that long time average soil 
losses rnay vary more than thirty-fold just 
due to some of these basic soil differences 
(Olson and Wischmeier, 1963). Wischmeier 
and Mannering (1969) have shown that there 
was a complex interrelationship among these 
soil properties which was used to obtain an 
empirical expression of the erodibility 
of a soil. More recently, Wischmeier 
et al (1971) have presented a nomographie 
solÜÎion for evaluation of the erodibility 
of a soil by water. This solution is a 
function of only five soil properties, 
namely percent silt, percent sand, organic 
matter content, structure and permeability. 

HATERIALS AND METHODS 

Description of Study Area 

A portion of the upper Assiniboine Delta in 
southern Manitoba was chosen for this study 
(Wellwood Study Area). Detailed ground
truth collection to ascertain the relation
ship between soil properties at the time of 
flight and the image obtained was carried 
out at eleven sites on an east-west transect 
through the Delta about one and one-quarter 
miles south of Wellwood. An additional 
six ground truth sites to evaluate severity 
and extent of erosion were selected through
out the study area. The location of the 
sites for ground-truth data collection with 
respect to the various kinds of irnagery and 
to the soils of the area are shown in 
Figure 1. 

The detailed ground-truth information involved 
the assessment of the following factors: 

- soil type and texture 
- soil profile description 
- soil drainage 
- soil moisture content (surface and 20 cm) 

soil temperature (surface and 20 cm) 
- soil colour 
- surface condition (percent trash cover, 

direction of cultivation, degree of 
roughness, cloddiness and aggregation) 

- slope class and aspect 
- vegetative cover 

Ground-truth data collection related to the 
degree of erosion involved assessment of the 
following factors: 

~ a soil profile description to assess the 
amount of soil removed. 
Three classes were defined: 



- El - slight to no erosion 
- E2 - moderate erosion - 25 to 50 percent 

of productive topsoil lost 
- E3 - severe erosion - more than 50 per

cent of productive topsoil lost 
- measurement of slope class and length of 

slope 

The soils of the area are in the Stockton, 
Wellwood and Firdale Associations (Ehrlich 
et al., 1957). Soil textures vary from 
modërately coarse (Stockton loamy sand) to 
medium (Stockton fine sandy loam) to medium 
and moderately fine (Wellwood loam and 
Firdale clay loam). Soil drainage varies 
from well through imperfect to poor. In 
general, topography of the Stockton fine 
sandy loam and Wellwood loam is level; 
the Stockton loamy sands are undulating to 
level and Firdale loams and clay loams are 
level to rolling. Erosion varies from none 
to slight in the Wellwood loams and Stockton 
fine sandy loams and from moderate to severe 
in some areas of Firdale loams and clay 
loams and Stockton loamy sands. 

Description of Imagery 

The remote sensing data used in this study 
were of two kinds: (1) thermal infrared 
scanning obtained from low altitude flights 
and (2) photographie imagery obtained from 
medium altitude and high altitude CF-100 
flights. The specifications of the imagery 
obtained from the various flights are pre
sented in Ta~le 1. In addition, panchromatic 
black and white photographs obtained in 
July, 1948, October, 1958, and September, 
1964 at an altitude of 8,000 feet a.s.1. were 
used in this study. 

RESULTS AND DISCUSSION 

The results obtained from the remote sensing 
studies carried out in the Wellwood area 
of Manitoba must be evaluated in light of 
limited ground-truth collection aimed 
specifically at soil erosion. It must also 
be realized that the objective was not to 
determine which kind of imagery was better 
for studying soil erosion than another, but 
rather to make a multispectral interpretation 
with respect to a single or even several 
soil properties. 

The properties of the soils as determined at 
the detailed ground-truth sites in the 
Wellwood study area are summarized in 
Table 2. Prints of the 3-5 µ wavelength 
thermal infrared imagery of selected ground
truth sites in the study area are shown in 
Figures 2 and 3. Ground-truth data with 

respect to degree or severity of erosion are 
presented in Table 3. Multispectràl photo
graphy is presented from soil areas affected 
by wind and water erosion (Figure 4, Firdale 
Association) and from soil areas in which 
wind has been the chief cause of soil erosion 
(Figure 5, Stockton and Wellwood Associations). 

The Identification of Soil Properties 
Affecting Erodibility 

Examination of the photographie and thermal 
infrared imagery showed both direct and 
indirect relationships between the signatures 
obtained and soil properties affecting 
erodibility. 

Soil Texture - Differences in texture of an 
order of magnitude from moderately fine to 
moderately coarse-textured did not provide 
consistent characteristic signatures on any 
of the imagery. Inferences can be made about 
the texture of a soil as it may be reflected 
in the evidence of past erosion. The land
form pattern on Figures 2c and 5c indicate 
that the area of coarser-textured Stockton 
soils has undergone more erosion than adjacent 
areas of finer-textured soil. 

Organic Matter Content - This soil property 
is generally reflected in the surface soil 
colour. The ability of multispectral photo
graphie imagery to differentiate soil colour 
depends on moisture content, vegetative 
cover and various other conditions of the 
surface at the time of flight. Aerocolour 
(Figure 5c), colour infrared (Figure 4e) and 
red band black and white (Figures 4c and 5c) 
imagery show the surface soil colour quite 
well under both crop and summerfallow con
ditions. Panchromatic black and white 
imagery varied in its reliability for 
identifying lighter coloured soil areas (low 
organic matter content) and dark coloured 
soil areas (higher organic matter content), 
(Figures 4a, 5b and Se). The field indicated 
by arrows (centre of Figure 4a) shows the 
masking effect of vegetation and crop cover 
on soil colour. The 1948 imagery (Figure 5b) 
of the Stockton soil shows the lighter coloured 
surface much better than does the 1964 imagery 
(Figure Se) in which the soil colour has been 
masked out entirely by crop cover (marked 
by arrows). Black and white imagery in the 
green and near infrared bands did not add any 
new information to the assessment of this soil 
property. 

Inferences of organic matter content from 
thermal infrared imagery depends on soil 
temperature as affected by reflectance and 
absorbance properties of the soi 1. The 
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Firdale soil at site 11 had a greyish brown 
surface colour and a soil temperature of 
26.o° C (Figure 3b). The strong signature 
noted at site 11 is partly due to reflected 
energy. The Wellwood soils at sites 1 and 6 
with similar level topography, had very dark 
grey to black ~urface colours and soil tem
perature values of 31.0° C and 27.0° C, res
pectively on the PM imagery (Figure 2a). 

Soil Moisture - This soil property is reflec
ted both by darker tones of moist soils com
pared to that of dry soils, and by the res
ponse of vegetation to varying moisture con
ditions. Colour photographs and black and 
white near infrared imagery show good tonal 
differences for soil areas with higher mois
ture contents. On the colour imagery 
(Figure 5f) the higher moisture content in 
the drainage channel (broken arrow) than in 
the surrounding area is indicated by a more 
luxuriant dark green vegetative growth. The 
more vigorous vegetative growth at moister 
sites also shows a stronger signature on the 
near infrared black and white imagery 
(Figure 4d and 5d, broken arrow). Similarly, 
luxuriant vegetative growth provides a 
stronger signature on the colour infrared 
imagery (Figure 4e) in the form of bright 
pink colours. Panchromatic black and white 
photography was less useful for depicting 
variation in soil moisture as the signature 
obtained is highly dependent on conditions 
at time of flight. 

Soil moisture is one of the most important 
factors influencing the thermal properties 
of a soil. The kinds of soil properties 
which may be differentiated using thermal 
infrared imagery are those which affect 
soil temperature and moisture relationships. 
In evaluating the extent to which thermal 
infrared sensing can be used under Manitoba 
conditions, it was necessary to ascertain 
the magnitude of possible temperature and 
moisture differentiation. Three distinct 
signatures are evident at sites 1, 6 and 7 
in Figure 2a. The three sites occur on well 
drained Wellwood soils with level topography. 
Although there was some variation in surface 
condition among the three sites, it is likely 
that the differences in signature are largely 
due to variations in the surface moisture 
contents. The values obtained for surface 
moisture content and temperature at sites 
1, 6 and 7 are 2.8, 3.5 and 9.3 percent 
moisture and 31.0° c, 27.oo C and 22.0°c, 
respectively. A Stockton very fine sandy 
loam (site 3) and a Wellwood loam (site 4) 
occurred both within one field, and therefore 
had the same management history. Ground
tru th da t a from these two sites at the time 
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of the PM flight showed only slight differ
ences in moisture content arid temperature 
values (1.0 percent moisture, 26.5° C and 
2.0 percent moisture, 25.0° C, respectively). 
Such slight variation did not provide visual 
differences in the imagery (Figure 2b). This 
does not preclude that with the use of more 
sophisticated electronic analysis that these 
slight differences could not be detected and 
even measured quantitatively. By establishing 
the degree of response to various temperature
moisture relationships such as these, it 
should be possible to infer which soils have 
a higher moisture content and therefore, not 
as highly erodible by wind. 

Slope and Topographie Pattern - These 
properties are external to the soil but 
nevertheless are properties which affect the 
erodibility of a soil and which can be 
determined by remote sensing. The use of 
panchromatic black and white photography 
with stereoscopic coverage has long enabled 
a ready determination of overall topographie 
pattern. The information so obtained on 
amount of relief and length of slopes is 
valuable, as both of these factors have a 
direct bearing on the erodibility of a given 
parent material (Figure 4a). Black and 
white imagery in the red band and near 
infrared colour imagery (Figures 4c and 4e, 
respectively) show the overall topographie 
pattern and provide approximately as much 
topographie information as the panchromatic 
black and white photography. The stereo
scopic image on the red band and near infra
red colour imagery, although notas sharp 
as that found on good quality panchromatic 
photographs, did provide much more clearly 
defined stereo images with sharper boundaries 
than those found on the green band or on the 
near infrared black and white imagery. 

The effect of slope and topographie pattern 
on the thermal infrared imagery is shown in 
an area of Firdale loam with moderately 
rolling topography (sites 9 and 10, 
Figure 3a). In the AM imagery the effect 
of temperature differences and low sun-angle 
shading combine to produce a marked three 
dimension picture of the relief. Ground
truth was collected at site 9 (south aspect) 
and site 10 (north aspect). Imagery of the 
north aspect had darker tones than the south 
aspect which showed light tones. This 
variation in imagery is related in part to 
the 3° C difference in surface soil temper
ature between the south aspect (site 9, 
soi 1 temperature 10° C) and the north aspect 
(site 10, soil temperature 7° C). In the PM 
imagery the relief is washed out (due to 
levelling out of temperatures and higher 



sun angle) so that the entire field shows 
as a uniform high energy source. Soil tem
peratures for sites 9 and 10 at the time of 
the PM flight increased to 29° C and 27.5° C, 
respectively. 

If the thermal infrared scanning is carried 
out shortly after sunrise when temperature 
differences are at their maximum, the three 
dimensional effect noted in Figures 3a and 
3b is produced. This technique could be 
used to delineate topographie pattern and 
length of slopes. It will be noted that 
this expression of relief is very similar 
to imagery produced by SLAR. 

The Identification of the Degree and Extent 
of Soil Erosion 

The reliability of remote sensing techniques 
for the recognition of the severity of soil 
erosion and delineation of its areal extent 
depends on how successful these techniques 
are in identifying some of the soil proper
ties discussed in the foregoing section. 
Examination of photographie and thermal 
infrared imagery of both eroded and non
eroded soils in areas of level topography 
(eroded by wind) and in areas of rolling 
topography (both wind and water erosion) 
revealed the following results. 

1. The reliability for identification of 
the degree of erosion depended more on 
vegetative cover and soil conditions at 
the time of flight than on the kind of 
imagery (Figure 4). In the panchromatic 
black and white imagery (Figure 4a), the 
eroded areas (arrows) are defined very 
well in the northern portions under 
su111nerfallow condition, but the pattern 
is not so evident under the crop cover 
(southern portion). It will be not~d 
on the imagery from the red band blàck 
and white (Figure 4c) and near infràred 
colour (Figure 4e) that it is possible 
to delineate the more severely eroded 
areas under both crop cover (north 
field) and summerfallow (south field). 

An example of wind erosion in the 
Stockton soil area (arrow on Figure 5b) 
is clearly shown on the 1948 panchromatic 
black and white imagery but is almost 
completely masked on the 1964 panchro
matic black and white photos (Figure 5e). 
The same eroded pattern however, could 
be defined fairly well on the red band 
black and white imagery (Figure 5c) 
and the colour photography (Figure 5f) 
under all kinds and densities of crop 
cover present at the time of sensing. 

Comparison of the 1948 panchromatic 
imagery to the 1971 multispectral 
imagery indicated no significant 
change in extent of eroded pattern in 
this area of Stockton soils. 

Thermal infrared imagery indicated the 
areal extent and degree of erosion only 
insofar as the thermal properties of the 
soil had been affected. Lower organic 
matter content (lighter soil colour and 
cooler soil temperature), and ablation 
of the finer soil materials (lower 
moisture holding capacity and warmer 
soil temperature) are two such changes 
in the soil brought about by erosion 
(Figure 2c). As none of the ground
truth sites suitabl~ for evaluation of 
the degree and extent of erosion were 
covered by data fro~ the infrared 
scanning it was not possible to ascertain 
whether such differences in tone of the 
imagery were indeed due to changes in 
the aforementioned soil properties 
caused by erosion, or whether the differ
ing images are only reflective of the 
soil conditions occurring on non-eroded 
sites of coarser-textured soils. 

2. A complete range in degree of erosion is 
found in the study area. Ground-truth 
studies carried out in 1971 indicate 
limitations in the use of multispectral 
photographie imagery for assessing 
accurately the severity of erosion. For 
example in the Firdale soil area(Figure 
4a), ground-truth data (site 12a, 
Table 3) indicate a non-eroded soil and 
corresponding dark tones on the imagery. 
This is in contrast to the light tones 
found at site 12b where all of the A and 
B horizon has been removed. Similarly, 
in the Stockton soil area (Figure 5b), 
ground-truth data (site 15, Table 3) 
indicated slight to .no erosion and 
corresponding dark grey image tones. 
Adjacent soil areas depicting light 
grey to white image tones are character
ized by severe erosion. With access 
only to limited amount of ground-truth 
data in 1971, it was not possible to 
establish a correlation with the varying 
degrees of .erosion between these two 
extremes. 

In general, the extent of severe erosion 
could be delineated as well on the colour, 
near infrared colour, and black and white 
red bands as on the panchromatic black 
and white imagery. All of these kinds 
of imagery show tonal differences in 
eroded areas but limitations for 
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identification of variation in degree 
of erosion between the two extremes were 
similar to those for the panchromatic 
black and white photography. The black 
and white green and near infrared bands 
did not differentiate by their tonal 
qualities, the boundaries between eroded 
and non-eroded soil areas. 

CONCLUSIONS 

1. The preliminary results obtained from 
these studies indicate that more detailed 
ground-truth collection under controlled 
conditions is needed in order to ade
quately assess the overall application 
of remote sensing to soil erosion 
studies. 

2. The relationship between the image 
obtained at a particular wavelength and 
the physical factors producing it, can 
only be understood through measurement 
and quantification of the ground con
dition at time of sensing. 

3. A single wavelength cannot provide all 
the answers to terrain and vegetation 
analysis. The greatest possible amount 
of information can undoubtedly be 
gleaned from a multispectral approach 
using thermal infrared sensing as a 
supplement to colour, and black and 
white photography in various wavelengths. 

4. It remains for future research to decide 
how costs in terms of investigation time 
and imagery processing, balance off 
against the additional benefits of having 
other kinds of spectral imagery available. 
The use of multispectral remote sensing 
techniques will undoubtedly stand in 
better perspective when applied to the 
study and evaluation of the complete 
spectrum of resources to be found in an 
area. 
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Date 

July, 
October, 
September, 
August 8, 

Il 

Il 

Il 

August 5, 
Il 

Il 

Il 

May 20, 
07: 50 
13:00 

1948 
1958 
1964 
1971 

1971 

1971 

Table 1 

Specifications of Imagery Obtained for the Wellwood Study Area 

Altitude Fi 1 m Fil ter Wavelength Band N. A. P. L. 
(µ) Ro 11 No. 

8,000 ft. a.s.1. Pan. B &W Minus Blue 0.5-0.7 Visible A 11553-63 
8,000 ft. a.s.1. Pan. B &W Minus Blue 0.5-0.7 Visible A 16398-1 73 
8,000 ft. a.s.1. Pan. B &W Minus Blue 0.5-0.7 Visible A 18595-63 

11 ,ooo ft. a.s.1. Aerocolour NAV 0.5-0.7 Visible CN 1221-280 
11,000 ft. a.s.1. TRI X B & W W-12 + 44 0.5-0.6 Green BN 1220-280 
11,000 ft. a.s,1. TRI X B & W 25-A 0.6-0.7 Red BN 1219-280 
11 ,ooo ft. a.s.1. IR Aerographi c 89-B o. 7-0.9 Near infrared BN 1218 IR-280 

- black & white 
32,000 ft. a.s.1. TRI X B & W W-12 + 44 0.5-0.6 Green BN 1208 -396 
32,000 ft, a.s. 1. TRI X B & W 25-A 0.6-0.7 Red BN 1207 -396 
32,000 ft. a.s.1. IR Aerographi c 89-B o. 7-0.9 Near i nfrared BN 1206 -396 

- black & white 
32,000 ft. a.s.1. Aerochrome IR W-12 0.6-0.9 Near infrared CP 1209 IR-396 

- colour 
2,000 ft. a.g.1. Infrared - 3.0-5.0 Intermediate -

scanner image infrared-thermal 
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Table 2 

Soi l Prope rties and Surface Condition at the Detailed Ground-Truth Sites in the Wellwood Area 

Soil Type Site 
and No. Surfa ce 

Classif- Texture 
i cati om'.-

Wel lwood 1 VFSL 
( O. B 1) 

Stockton 3 LVFS 
( O. B 1) 

Wel lwood 4 L-VFSL 
(O . B1) 

we ·l lwood 6 Loam 
( O. B 1 ) 

Wel lwood 7 Loam 
( O. B 1 ) 

Firdale 9 Loam 
(0.0G) 

Firdale 10 Loam 
(0.0G) 

Firdale 11 VFSL 
(0 . 0G) 

·k O Orthic 
B1 - Black 
DG - Dark Grey 

Colour 

1 OYR3. 5/ 1 

1 OYR3 / 1 

1 OYR3. 5/ 1 

1 OYR3/1 

1 OYR3/ 1 & 
1 OYR3. 5/1 

1 OYR5/ 2 

10YR5/2 

10YR4/ 2-
5/2 

Soil Prope r ty 
Depth So1l Temp. 
(cm) oc 

1 
20 

1 
20 

1 
20 

1 
20 

1 
20 

1 
20 

1 
20 

. 1 
20 

AM PM 

1.0 31 .o 
7.0 9.0 

- 2.0 26.5 
6.0 10.0 

- 1.0 25.0 
7.0 9.5 

o.o 2 7 .o 
7.0 10.0 

3.0 22.0 
7.0 10.0 

10.0 29.0 
11. 0 12.0 

7.0 27. 5 
s.o 11.0 

11.5 26.0 
9.0 12.0 

f fine 
m - medium 
co - coarse 

Soi 1 Topography 
Moisture % 

AM PM Slope Aspect 

5.8 2.8 level 
29.3 26.7 

2.6 1.0 0-½% E-NE 
15.7 15.4 

4. 3 2.0 level 
31. 1 30.0 

13.6 3.5 level 
30. 1 31.1 

18.5 9.3 level 
30.2 29.9 

4.3 1.9 12% S-SE 
20.2 21.7 

3.6 1.9 12% N- NW 
21. 2 21.7 

2.7 1. 1 0-½% E- SE 
21 .o 19.6 

vco - very coarse 
gr - granular 

Trash 
cover 

(%) 

0 

0 

0 

30 

90 

0 

0 

40 

sbky - subangular blocky 

Surface Condi t ion 
Direct. Roughness 

of 
Cult. 

N-S Crests 811 apart, 
3" troughs 

N-S Crests 611 apart, 
3" troughs 

N-S Crests 611 apart, 
3" troughs 

NNE- Crests 10 11 a part, 
ssw 111 troughs 

N-S Smooth 

N-S C r es t s 6 11 a pa r t , 
3" troughs 

N-S Crests 611 apart, 
3" troughs 

E-W Crests 12 11 a part, 
5" troughs 

Aggrega t i on·kk 

fgr, some 
cogr & vco 
sbky 

vfgr - single 
grain, some 
cogr & vco 
sbky 

m & cogr, 
some vco sbky 

f-mgr, some 
vco sbky 

silt wash on 
surface of 
aggregates 

m-cogr, some 
co-vco sbky 

m-cogr, some 
co-vco sbky 

m-cogr, some 
co-vco sbky 
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Figure 1. Location of remote sensing imagery and ground-truth data - Wellwood area, Manitoba . 



Figure 2. Thermal infrared imagery (3-5 ~, 13:00 hours) of ground-truth sites on the 
Wellwood and Stockton soils. Ground-truth sites indicated by x. 

740 



Figure 3. Thermal infrared imagery (3-5 µ, 07:50 and 13:00 hours) of ground-truth sites on 
the Firdale soils. Ground-truth sites indicated by x. 
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Table 3 

Description of Ground-Truth Sites for Soil Erosion Classification 

Soil Type and 
C 1 as s i fi cati on1'r 

Firdale loam 
(0.DG) 

Stockton fine 
sandy loam 

( O. B 1) 

-Ir O - Orthi c 
B1 - Black 

Site 
No. 

12a 

12b 

12c 

15 

DG - Oark Grey 

Profile Characteristics Topography Oegree of Image tone on 
Erosi on1h~ Pan. B & W 

Horizon Oepth, ins. Slope, % Length, yds. 

A 3 2 100 E1 dark grey 
B 2.5 
C 

C 12 75 E3 1 i ght grey 
A and B removed 

A 5 12 65 Native dark grey - very 
B 5.5 Trees dark grey 
c~ 

A 5 2 200 E1 dark grey 
B 7 
C 

~+. Soil erosion classes: 
E1 - none to slight erosion 
E2 - moderate erosion - 25-50% of the productive topsoil lost 
E3 - severe erosion - more than 50% of the productive topsoil lost 



d 

Figure 4. Multispectral photographie imagery of the Firdale soils 
(a) Panchromatic black and white (October 29, 1958) 
(b) Green band, black and white 
(c) Red band, black and white 
(d) Near infrared, black and white 
(e) Near infrared, colour 
Note: Imagery at b, c, d, and e taken August 5, 1971. 
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Figure S. Multispectral photographie irnagery of the Stockton and Wellwood soils (a) Green band, black and white 
(b) Panchrornatic black and white, July 22, 1948 (c) Red band, black and white (d) Near infrared, black and white 
(e) Panchrornatic black and white, Septernber 15, 1964 (f) Colour Note: Irnagery at a, c, d and f taken August 8, 1971. 



HIGH FLYING HARDWARE AND 

THE COMMON MAN 

R.W. Higgs, 
Traffic Engineer, 
Federal Department of Public Works, 
Ottawa, Ontario, Canada. 

INTRODUCTION 

Precisely 200 years ago, Samuel Hearne com
pleted his famous Coppermine Journey. He 
accomplished this feat without benefit of 
aerial photographs or satellite information 
and in the face of great hardship marked by 
severe climate, shortage of food, inadequate 
shelter and uncooperative Indians. The 
route which he chose is indicated on figure 
1. It is with this specific location that 
the following paper is primarily concerned. 

Hearne, of course, kept close to the barren 
lands for,I suspect, easier going and for the 
caribou for food; while remaining near the 
treeline for firewood and shelter. Unfor5u
nately, from what we are told by Bryson * 
this was also the storm path as you will see 
if you read Coppermine Journey.*9 

No doubt, when he lost his compass Sam would 
have welcomed the Navy navigation satellite 
system*14 and the portable receivers which 
the U.S. Army is presently experimenting with 
which work in conjunction with the satelli
tes. Presumably, it will shortly be 
impossible to get lost no matter where you 
are on the earth's surface. 

SATELLITE PHOTOGRAPHY 

Last February (1971), I was fortunate enough 
to obtain from the Satellite Data Laboratory 
in Toronto several ESSA-8 weather satellite 
photos of the Yukon/NWT region. My intended 
use was, hopefully, to try and determine if 
some relationship existed between cloud cover 
and permafrost boundaries. 

If any of you have ever studied these weather 
satellite photos and these were hand-picked 
cloud-free best examples, you will know that 
somethi ng less than 40% of Canada is cloud
free for any length of time. Not only is it 
difficult to draw any relationships but it 
is hard enough to recognize prominent surface 
features. Only Great Slave Lake seems to have 
a special working agreement with the Almighty. 

SUMMARY 

An attempt is made in this paper to corr.~late 
the work of several independent researchers 
with reference to the tundra, treeline, 
muskeg, permafrost border as it occurs in the 
Northwest Territories. 
The relationship of air mass types t o this 
boundary and the location of cloud cover is 
discussed. 
The usefulness of Essa-8 weather satellite 
'photography" in corroborating field i nf orm
ation, and its possible extension to other 
disciplines is indicated. 

CLOUD COVER AND AIR MASS 

Brown*7 states "Variations in cloud cover 
throughout the permafrost region may cause 
significant differences in the amount of Solar 
radiation received by the ground surface" and 
further "cloud cover is generally greater 
east of Hudson Bay than in Western Canada: 
this could influence the distribution of per
mafrost but no detailed information is 
available". 

According to Bryson* "air mass and air stream 
patterns are profuundly affected by topography, 
winds being swept into the interior plains 
through gaps in the Cordillera. He further 
states that the arctic front seems to be topo
graphically anchored year round at the north
ern end near Aklavik". Bryson implies that 
the dominance of a particular air mass over 
the tundra and a different air mass over the 
boreal forest may be of more than casual 
interest to the scholar concerned with possi
ble relationships between climate and 
vegetation communities in the north". 

By tracing trajectories of air masses to their 
sources,Bryson defined f our general a i r masses 
as Arctic, Pacifie, Atlantic and United 
States. (p.3O Bryson) 

The latter two defined air masses have little 
bearing on western Canada since neither one 
penetrates to any great extent, being con
fined to the region south and east of Hudson 
Bay. 

Favour~d by a strong zonal westerly f l ow, 
Pacifie air, however, penetr ates 2 ,500 miles 
inland from its source so that i t occurs with 
a frequency equal to Atlantic a i r along the 
east shore of Hudson Bay. Br yson <livides 
Pacifie Air into several sub-groups . 

Yukon Pacifie air crosses t he cordillera 
through the Ward River gap; Alaskan air enters 
the MacKenz i e Valley from Alaska , apparently 
through the Peel and Pelly Valleys. " It 
would appear tha t thes e air masses are the 
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ones which influence the Boreal forest zone. 
"Maximum temperatures were taken as being 
fairly representative of an air mass". It is 
implicit in the air mass concept that differ
ent sources produce air of different mean 
characteristics. 
"Evidently outbreaks of southwestern and 
Pacifie air follow the same general pattern 
in summer as in winter". That they should 
is not very surprising in the light of the 
abundant evidence showing the profound eff
ect of topography in the air mass and air 
stream patterns". 

SOLAR RADIATION 

In northern latitudes less than 50% of the 
sun's radiation reaches the earth's surface, 
some 35% being reflected or absorbed by cloud 
cover and another 20% being scattered or 
absorbed by the atmosphere. (Baier *15) 

Cloud cover then plays a large part in con
trolling temperature and this, of course, is 
obvious to anyone who spends anytime outside 
on a mild cloudy day. 

Since the cold arctic cloud mass hangs over 
the tundra zone, it is readily apparent that 
radiation reaching the earth surface here is 
very much less than in the cloud free areas 
of the boreal, regardless of other factors 
such as latitude, heurs of daylight, etc.*2 

Approximately half of the energy from the sun 
is contained in the infra-red portion of the 
spectrum. The ultraviolet rays are abruptly 
terminated byœone and oxygen absorption. 
Absorption of the infra-red rays by water 
vapour and carbon dioxide also occurs. 

PHOTOSYNTHESIS 

"Under conditions of adequate light inten
sity and duration and available water supply, 
temperature becomes the dominant control 
over plant growth" - *17 (Met. mem. 17-1964 
p.2) "The concept of" growing degree - days 
was first suggested by the French physicist 
Reaumar as early as 1735 but it apparently 
has not been widely used in Canada even to
day although a comprehensive survey of the 
subject was published by Holmes and 
Robertson of the Canada Department of 
Agriculture. (pub. 1042) It can be seen 
that a 100-day growing season approximates 
the tundra line whereas a 200-day growing 
season is required for production of fruit 
in Canada (Figure 4). 
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It is surpr1s1ng indeed that only some 5% of 
the radiation absorbed in the daytime is used 
for the purpose of photosynthesis (see Rad. 
Energ, Its receipt and disposal.) Baierl5 

PERMAFROST (Figure S) 

The Division of Building Research at the 
National Research Council stated in May 1971 
that substantial research is still required 
for the development of remote sensing 
techniques for detecting permafrost.*11 

Brown*7 acknowledges that microclimatic fac
tors are also important in influencing the 
distribution of permafrost, i.e., Net radia
tion, evaporation, condensation and conduction 
-convection. Wind speeds are lower in areas 
of dense growth,therefore, there is less 
evaporation. 

According to Brown, the southern boundary of 
continuous permafrost zone is based on a 
Russian value of minus 5°c (23°F) isotherm 
of mean annual ground temperature, which 
corresponds to a 17°F mean annual air tempera
ture, more or less. "More field tests are 
necessary to assess its validity in this 
country. since there is virtually no field 
information on the line separating the con
tinuous and discontinuous permafrost zones. 
The 50% isopleth for Arctic Air passes 
between Fort Reliance and Artillery Lake where 
the forest border is quite clearly defined. 
According to Bryson, the agreement in position 
of the tree line, the storm track, and the air 
mass boundary is amazingly good. Apparently, 
the permafrost, muskeg and tundra boundaries 
are equally well-defined by this line. 

BOREAL FOREST 

Comparing Figure 3 (Bryson's Figure 19) with 
ESSA-8 photos taken in March 1969, it can be 
seen that the southern limit of the Arctic air 
mass coincides with the southern boundary of 
the heavy cloud cover on the photos. Bryson*3 
has shown that this line is coincident with 
the tree line in the Northwest Territories. 
It also appears likely that the southern 
boundary of the Boreal is delineated by the 
northern limit of the mild Pacifie air mass 
as can be seen when we compare Figure 3 with 
Figure 6 (Warkentin's*6 Figure 4.4), although 
Bryson passes this off as too coincidental. 
The frequency of the Alaska/Yukon air mass is 
highest in the Lake Corridor whereas the Arctic 
and Pacifie air masses are lowest. Larsen*4 
has indicated that Air Mass Frequency is 
directly related to vegetation in the Tondra. 
Warkentin states "Canadian forest are spatially 



associated with climatic conditions which are 
warmer than those of the Tondra and moister 
than those of the grasslands. The transition 
from forest to grassland takes place over 
a moist to dry gradient and that from forest 
to tundra over a warm to cold grandient." 
(see Bryson)3 

Bryson sought to prove that the southern 
edge of the boreal forest was also a 
meteorologically defined boundary and in 
this way to show that "there is a natural 
regionalization of climatic complexes 
which results ultimately in biotic regions." 

Warkentin has indicated that there is a 
spatial correspondence betwe·en the tree 
line and the summer thermal conditions as 
expressed by the Thornthwaite index of 
thermal efficiency, an index of 12 being 
equivalent to the tree line. 

The thermal conductivity of bare rock is 
many times that of silt; thus, the barren 
lands which have been nearly swept clean 
of all loose material by glaciation give 
up heat readily and add to the permafrost 
regime. 

Radforth's8 terrazoid airform pattern is 
found almost without exception in the 
northern part of the Northwest Territories 
and northern Quebec and is commonest where 
permafrost is continuous on lands where 
the underlying minera! terrain is almost 
flat. 

The southern boundary of Radforth's 
terrazoid classification again approxi
mates the tree line/tundra, air mass, 
cloud cover, and pèrmafrost boundary 
already discussed. That the tundra is, in 
fact, a topographically-defined region 
seems evident from the direction of flow 
of all the rivers, north of the tree line. 
Retardation of uplift after glaciation may 
be a contributing reason to the main
tenance of the permafrost.* Barr16 

NORTHERN CONSTRUCTION 

Turning to northern construction; 
even in surveying the shortest distance 
between two points is a straight line. 

If we draw a line from Norman Wells to 
Winnipeg, we pass south of the Precambrian 
Shi eld and all the major lakes that lie 
there i n. We, there fore, avoid all the hard
rock excavation whi ch would be necessary. 

We also avoid all or most of the permafrost 
zone. (Permafrost at Fort Vermilion is 
absent whereas at Tundra Mines, east of 
Yellowknife, it reaches a depth of 900'.) 

It can be seen then that the best place for a 
road, for example, is along the line* Figure 1 
which not only avoids hard-rock and permafrost 
but involves a minimum of major water crossings 
as well. Even migrating birds prefer this 
route*lO. Hours of bright sunshine per annum 
are higher west of this route than to the east 
in the tundra *2 . Evidently, where the hours 
of sunshine exceed 2,000/annum, permafrost 
does not exist. Would satellite photos help 
in this choice? I doubt it. They do, however, 
seem to enforce the choice in that most of the 
heavy cloud cover hangs over the shield north 
of Brown' s "southern limi t of permafrost". In 
fact, the clear areas on these satellite photos, 
and therefore probably the warmest since they 
get the most sunshine, are along the line I 
have indicated (map). 

The difficulties entailed in locating suit
able borrow for highway construction in the 
Arctic together with the problem of excava
ting on frozen ground adds greatly to the ast 
of any project. Surely, then one would bewell 
advised to avoid these permafrost areas as 
muchas possible. Certain advantages accrue 
to the location proposed, for e.g.: 

Most of the mining areas in Canada occur in 
the southern or outermost edges of the 
Canadian Shield at or near the contact with 
the sedimentary rocks.*19 

Oil deposits too are to be found along this 
zone, particularly at Norman Wells and in 
the Tar Sand deposits near Fort McMurray. 
The latter are reported to exceed half of 
the world's known reserves. 

In many places, this alignment is over 
existing roads and only short sections of 
new construction are required in order to 
complete the connections. In many cases, 
existing railway lines parallel the roads. 
As well, air ~outes follow the Mackenzie 
River. The timber, utilities and people are 
here also. 
It seems most logical then to not only com
plete the road network along this alignment 
but to utilize it to facilitate construction 
of any other f acili t ies This line is 
focussed on the resource potential of the 
north. 11 
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The line which I am proposing largely follows 
MacKenzie's route as well as that of Pond.*6 

(Figure 2-8) It lies mainly in the areas of 
Devonian, Ordivician and Silurian rocks. 
Any new minera! or oil discoveries are most 
likely to be found along this line rather 
than in the tundra. 

CONCLUSION 

As Dr. Robert Harwood5 reported recently, 
cloud photography is by no means the only 
meteorological information which can be 
obtained from satellites. Air and ground 
temperature, relative humidity, winds and 
ozone distribution can all be deduced in 
varying degrees by precise measurement of 
the electromagnetic radiation reaching the 
satellite from below. 

Judging by the similarity of results obtained 
independently by different researchers as 
correlated in this paper, it should be 
possible to utilize our weather satellites 
not only to predict the weather but also to 
validate boundaries of air masses, perma
frost, muskeg, plant regimes and all the 
myriad and wonderful things that we have 
been so laboriously determining from field 
measurements in the past, possibly, even 
property boundaries.*21 

According to the National Research Council, 
the heat exchange mechanism at the ground 
surface is so complex that the occurrence 
of permafrost cannot be accurately pre
dicted from air temperatures alone. Know
ledge of the mean ground temperature is 
de~med essential for the prediction of the 
effect of temperature changes. 

Meteorological satellite information which is 
normally taken during hours of darkness with 
infra-red scanners, provides the general 
pattern of long-wave radiation from the 
earth's surface. More detailed study of this 
information may be of tremendous value in 
predicting permafrost boundaries particularly 
in the discontinuous zone. The newly
developed Raman Laser*20 should help in this 
regard. 

It was reported recently that NOAA14 intends 
to record all cloud information on micro
f i lm. Gray-scale recording with a· potential 
of 64 gray-scale levels is to be used. This 
will facilitate future studies. 
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Figure 2. ESSA-8 satellite photograph 
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Figure 3. Air masses (Bryson's Figure 19) 
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REMOTE SENSING EVALUATION OF ENVIRONMENTAL 

FACTORS AFFECTING THE DEVELOPMENTAL CAPACITY 

OF INLAND LAKES 

S.J. Glenn Bird, 
Associate, Institute of Environmental Sciences 
and Engineering University of Toronto 

INTRODUCTION 

The objectives of this paper are first, to 
point out the multidisciplinary aspects of 
remote sensing, and, second, to apply them to 
a specific investigation concerning the 
developmental capacity of the inland lakes of 
Ontario. Consequently the paper is presented 
in five sections, as follows: 

1. Multidisciplinary aspects of remote 
sensing. 

2. Purposes and phasing of lake capacity 
study. 

3. Regional uses of remote sensing for lake 
capacity study. 

4. Evaluation of parameters using remote 
sensors. 

5. Specialized studies required in remote 
sensing. 

6. Conclusions and recommendations. 

1. MULTIDISCIPLINARY ASPECTS OF REMOTE SENSING 

The relationship of airphoto interpretation 
and remote sensing techniques to the evaluation 
of the environment is discussed briefly in the 
following paragraphs. The basic principles of 
remote sensing are outlined in the first 
section for the benefit of those not familiar 
with these techniques. 

The aerial photograph accurately records all 
natural and cultural features on the earth's 
surface. The format usually consists of black 
and white (panchromatic photographs, taken on 
a continuous basis of all but the northernmost 
tips of Canada, by various federal and provin
cial governmental agencies. In addition, 
particular film-filter combinations, using 
colour and infrared colour photography, 
together with infrared scanning, have been 
used to remotely sense certain areas, in order 
to accentuate terrain characteristics for 
special studies, without necessitating actual 

1st CON SYMPOSIUM ON ~EMOTE SENSING, 1972 

contact with the land surface. The avail
ability, area, coverage, and economy of the 
panchromatic photography has resulted in its 
use by qualified personnel to assess and 
evaluate environmental conditions. 

Aerial photographie interpretation is the 
science of recognizing significant patterns 
and determining their relationship to environ
mental conditions. Within major climatic 
zones, these patterns are consistent, and 
directly related to particular terrain 
conditions. 

Therefore, the airphoto interpreter performs a 
thorough stereoscopic examination of the 
topography; micro and macro drainage; water, 
wind, and gravity erosion; vegetation; land 
use; paying particular attention to variations 
in tonal and textura! anomalies. This 
examination leads directly to the determination 
of rock types and structures, soil types and 
moisture conditions, depths of overburden, size 
and characteristics of watersheds, rates of 
erosion, types and heights of vegetative caver, 
and existing land uses and intensities such as 
residential, corrunercial, industrial, recrea
tional, agricultural, forested, etc. This 
interpretation investigation normally involves 
a regional evaluation to determine major 
terrain divisions, with the subsequent detailed 
analysis of the specific areas of interest. 
This analysis may be highly detailed, the 
degree being defined by the aims and objectives 
of the investigation. 

Unusual patterns, indicating particular natural 
or cultural conditions are always significant, 
as these represent the interaction of individ
ual terrain characteristics. Selective field 
checking of predetermined points within these 
areas normally validates the causes of these 
anomalies as originally inferred from the air
photo evaluation. 

Airphoto interpretation, performed by an 
experienced analyst, involves all terrain 
aspects of the environment, and reveals areas 
of ecological imbalance or high sensitivity. 
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Consequently, the terrain data defined using 
this technique is highly relevant to a large 
nurnber of scientific disciplines. 

From personal experience in both research and 
consulting, it has become evident that the 
total interrelationship of the terrain data 
interpreted from aerial photographs is seldom 
considered to the most beneficial extent. To 
cite a simple example, certain soil types and 
moisture conditions may be related to bearing 
capacity or slope stability by a civil 
engineer, to a geochemical test area by a 
geologist, to fertility for crops by an 

agriculturalist, to tree growth capabilities 
by a forester, to animal habitat suitability 
by a zoologist, to the over-all vegetative 
capability by a biologist or botanist, to the 
effect upon the natural balance by an 
ecologist, and so on. For example, an air
photo archaeological study of the Indian 
reserve at Parry Island for the Royal Ontario 
Museum related terrain patterns to cultural 
practices of over 100 years ago. 

From the pro.cedures and examples cited above, 
it is apparent that airphoto interpretation is 
capable of contributing valuable information 
to a variety of scientific disciplines. Con
sequently, the airphoto interpreter is most 
effective when functioning in a multidiscipli
nary atmosphere. The mutual interchange of 
ideas clarifies the significance of informa
tion obtainable from aerial photographs, and 
increases the sensitivity of the interpreter 
to the needs of the various disciplines. 

Townsite selection within a large geographical 
region is a common Canadian problem, wherein 
eyery physical aspect of the environment must 
be considered, thus ensuring, for example, 
adequate water supply and relative freedom 
from both short and long term pollution. 
Ecological, social and economic factors are 
vital considerations. The aerial photographie 
mosaic, covering a relatively large area is 
easily constructed and provides a convenient 
and useful media of data presentation. 

2. PURPOSES AND PHASING OF LAKE CAPACITY 
STUDY: 

GENERAL OBJECTIVES: 

The objective of this study is to provide the 
Department of Municipal Affairs with the 
simplest possible criteria for making 
decisions concerning land development through
out the entire province of Ontario and in 
particular those areas adjacent to the 
recreational lakes of Ontario. The study was 
divided into three phases with the fourth being 
the continual refinement of the systematic 
model . 
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The four phases and their interrelationships 
are illustrated in the Study Flow Chart, 
designated as Figure 1. 

Expertise from a number of scientific 
disciplines must be involved in the investiga
tion, due to the broad scope of the study and 
the variety of effects upon the environment. 
Therefore, as the Institute of Environmental 
Sciences and Engineering at the University of 
Toronto represents a large number of 

disciplines, it was logical that we were engaged 
by the Department of Municipal Affairs to 
conduct this study. The personnel involved, 
their university departments, and particular 
fields of specialization are listed in Table 1. 

Phase I 

This phase, which has now been completed, dealt 
with a review of the existing information and 
the preparation of a detailed study design for 
Phase II. 

Phase II 

Phase II is concerned with the physical 
properties of land and water as they relate to 
recreational development. The most influential 
properties would be determined and individually 
weighted depending upon their relative impor
tance. This would lead to a system whereby the 
fewest and simplest measurements possible could 
be taken for a specific lake and be entered 
into a workable computerized mathematical 
model. The lake would then be classified in 
regard toits development potential, and 
specific constraints determined, thus providing 
the information necessary for logical decisions 
based on scientific principles. 

It is expected that the study design outlined 
under Phase I will result in an approximate 
definition of the following: 

(a) The major parameters affecting each 
specific recreational land use. 

(b) The relative importance of each of these 
parameters and an approximate weighting 
factor for each, the summation of which 
would indicate the water and land 
capability of that lake and watershed area 
to withstand each recreational land use. 

(c) The number of categories into which the 
lakes of Ontario could be placed, based on 
similarity of physical characteristics. 

(d) A series of guidelines for logical 
constraints for each type of recreational 
land use and lake category . 
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(e) The development of the most economical and 
efficient system of obtaining the necessary 
parameters in order to determine the proper 
category for the lake under consideration. 

(f) The instigation and continuation of a train
ing program for the personnel responsible 
for evaluating the required parameters of 
lake category classification. As all 
members of the investigation group have 
been involved in teaching for many years, 
this should not present any difficulties. 
This aspect must be an integral part of the 
program for this phase, and is essential 
for an efficient and operational system. 

Phase III 

This phase involves the considerations of 
social and economic parameters, leading to 
recreational development policies for regional 
planning areas. The physical constraints 
developed in Phase II would form the founda
tions of any considerations in this phase. 
The predictions of the regional consequences 
of alternative development policies would be 
the major consideration. 

While the social and economic factors are 
extremely important considerations, it must be 
realized that the relative influence of the 
physical parameters must firstly be resolved 
because of their basic influence. 

The computer would be used in this phase for 
predictive and simulation modelling, the 
accuracy of these models depending upon the 
available input data. 

3. REGIONAL USES OF REMOTE SENSING FOR LAKE 
CAPACITY STUDY: 

As panchromatic aerial photographs are avail
able from governmental agencies, these would 
be assembled into mosaics and used for the 
following purposes in Phase II: 

(a) Selection of Test Lakes: 

For the purpose of this study, the province 
divided into four main physiographic regions 
as follows: 

(i) Sedimentary rock area overlain by 
relatively thick glacial deposits. 

(ii) Lower Shield area, underlain by igneous 
intrusive and metamorphic rocks, and 
covered by a relatively thin mantle of 
glacial materials. 

(iii) Upper Shield area, underlain by igneous 
and metamorphic rocks, and overlain by 
thin glacial deposits, with the 
exception of thicker depositions of finer 
materials as a result of ponding. 

TABLE 1 

Name 

S.J.G. Bird 
Project Director 

P.H. Jones 
Associate Project 
Director 

I.M. Burton 

-B. Falls 

F . E.J. Fry 

J. Ganczarczyk 

T.C. Hutchinson 

G. K. Rodgers 

A.K.F. Turner 
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Department 

Civil Engineering 

Civil Engineering 

Geography 

Zoology 

Zoology 

Civil Engineering 

Botany 

Great Lakes Institute 

Civil Engineering 

Speciality 

Airphoto interpretation, groundwater 

Pollution Control 

Resource Management, Environmental 
perception 

Wildlife ecology 

Fisheries ecology, limnology 

Water pollution 

Pollution ecology 

Physical limnology, hydrology 

Computer programming geology 



(iv) Hudson Bay Clay Belt, the physical 
characteristics essentially being 
controlled by the relatively thick 
deposition of fine-grained soils result
ing from glacial ponding. 

The variations in climate are directly 
related to the physiographic regions on a 
regional basis. Also, such factors as lake 
depths and shapes are controlled to a large 
extent by the bedrock formations and glacial 
overburden. Therefore, the parameter of 
physiographic region exercises a strong control 
over many of the fixed physical factors. 

The size of the water area of a lake is an 
important factor in developmental capability, 
and consequently in the selection of test 
areas. While it would be most desirable to be 
able to quantify the ranges for the surface 
water areas for each category at this time, 
this is not feasible until the detailed 
investigation more accurately defines the 
relationship between size and various types 
of recreational development. Therefore, the 
categories of small, medium, and large, for the 
selection of test lakes are relative within 
each physiographic region and selected on the 
basis of increasing the understanding within 
the lake ecosystem. 

The density of development is related, in most 
cases, to the percentage of shoreline under 
recreational use and the terms low, medium and 
high could be defined by the following ranges: 

Low - less than 20% of the shoreline 
developed 

Medium - 20% to 60% of the shoreline 
developed 

High - over 60% of the shoreline developed. 

The effect of land uses within the watershed, 
exclusive of the water surface and adjacent 
shoreline on recreational land use is a very 
important factor. The benefits of studying 
lakes having various degrees of development 
with the other parameters for test lake ' 
selection being relatively constant would 
provide the opportunity to assess the influence 
of the types of land uses on the water quality 
and related water and land capabilities. 

The location of a lake within a chain, or 
whether it is in confined drainage area, is 
another important criterion for selection, due 
to the influence of bath surface and subsurface 
waters from related water and land areas. 
Wherever possible, lakes were selected in the 
same chain, thus providing more direct relation
ships. 

As size, density of development, and location 
within a chain may be initially and approximate
ly determined from topographie maps, the 
selection of the test lakes for this phase of 
the study would be finalized by a detailed 
examination of the existing black and white 
aerial photographs. 

However, the use of high altitude photography 
would be extremely useful in establishing 
waterway connections, particularly infrared 
colour which so reliably registers moisture 
content variations, thus confirming inflow and 
outlet points. Therefore, for the purpose of 
selection of test lakes, this photography 
should be used as the second stage after 
topographie maps to verify chain position. 

(b) Recording of Data: 

The airphoto mosaics of each test area would 
be analyzed for the locations of optimum field 
test points, evaluated to best satisfy the 
investigative requirements of all disciplines 
involved. 

Copies of the mosaics would be used for 
location of the field points for existing 
data, for the specific field investigations to 
be conducted, thus serving as the visual 
control format for the recording of all field 
locations. This procedure will ensure 
accuracy of location, ease of communication 
for field personnel, and increased efficiency 
and accuracy of filing, analysis, and process
ing of data. 

Previous photographs of the test lakes would 
also be obtained, representing a time lapse 
of five to ten years with the most recent 
photography. This would provide the opportu
nity to analyse the development trends and 
environmental changes (i.e. offshore 
vegetation, erosion, accretion, water level 
changes, etc.) over these time periods. This 
comparison should become a matter of policy, 
being performed on a continuous basis as new 
photography becomes available. 

This time lapse would be considerably reduced 
by the use of high altitude photography, bath 
colour and infrared colour, which would 
indicate bath vegetal and land-use changes on 
a regional basis. 

4. EVALUATION OF PARAMETERS USING REMOTE 
SENSORS: 

The investigative team listed the parameters 
affecting the types of recreational land usage 
and their effect upon each land usage was 
evaluated, in order to arrive at the study 
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priorities. The environmental parameters 
were divided into the following major and 
minor categories, indicated as follows: 

Basin physiography 
Water physical variables 
Water biological variables 
Water chemical variables 
Existing land use within the watershed 

A. Basin physiography: 

* 1. 

* 2. 

* 3. 

* 4. 

* S. 

* 6. 

* 7. 

* 8. 

* 9. 

* 10. 

* 11. 

* 12. 
* 13. 
* 14. 
* 15. 
* 16. 

17. 
18. 

Lake surface area 
Lake shape (length of shoreline/unit 
area) 
Lake depth (bathymetry) 
Lake geological formation 
Surface drainage characteristics 
Subsurface drainage characteristics 
Water flows (as flush factor) 
Precipitation 
Othermeteorological parameters 
(thunder, electric storms, see Al6 
Al8) , 
Solar radiation (number of clear days, 
amount of énergy received) 
Topography (rel. to A4 and also Al, 
A2, A3) 
Soil type (rel. to AS) 
Depth of overburden 
Offshore vegetation 
Volume 
Wind direction (fetch) 
Air temperature 
Winds (rel. to A16) 

B. Water physical variables: 

* 
* 
* 
* 
* 

1. Temperature when not frozen (see also 
B15) 

2. Snow cover 
3. 
4. 
5. 
6. 

7. 
8. 
9. 

10. 
11. 
12. 
13. 

Ice cover 
Currents 
Wave action 
Intensity of water exchange 
(stratification and mixing) 
Colour 
Turbidity 
Light penetration 
Odour 
Taste 
Suspended solids 
Settleable solids 

* 14. Floating materials 
litter, etc.) 
Water temperature 
Evaporation 

(oil, scum, foam, 

15. 
16. 

(summer) 

C. Water biological variables: 

1. Coliform 
2. Streptococcus 
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3 • . Salmonella 
4. Virus (pathogenic) 
S. Over-all algal counts 
6. Presence of indicator groups of algae 

* 7. Specific fish 
8. Plant pests 
9. Chironomids 

10. MayflY larvae 
11. Sphaerotilus natano 

D. Water chemical variables: 

BOD 
COD 
TOC 
D.O. 
D.O. diurnal variations 
Carbon dioxide 

1. 
2. 
3. 
4. 
S. 
6. 
7. 
8. 
9. 

Carbon dioxide diurnal variations 
Carbonates 

10. 
11. 
12. 
13. 
14. 
15. 
16. 
17. 
18. 
19. 
20. 
21. 
22. 
23. 
24. 

pH 
Alkalinity 
Acidity 
P contents 
N contents 
Ca contents 
K contents 
Mg contents 
Fe contents 
Mn contents 
Heavy metals contents 
SO contents 
otfter toxic substances 
Irritating substances 
Dissolved solids 
Radionuclides 

(biocides) 

E. Socio-economic characteristics of the area: 

* 1. Population density 
2. Land values 

* 3. Degree of development 
* 4. Water treatment and wastewater 

treatment and disposal 
* 5. Roads (access to shoreline assumed) 

6. Railways 
* 7. Powerlines 

8. Pipelines - water 
9. Pipelines - other than water 

* 10. Sewerages 
'il. Agricultural land usage 

* 12. Forested land usage 
* 13. Urban land usage 
* 14. Industrial land usage 

The recreational activities were considered in 
three main categories, shown with the sub
categories as follows: 

A. On the water: 

l. Fisheries 



B. On 

2. Swinnning and scuba <living 
3. Canoeing 
4. Sailing 
S. Ice-boating 
6. Skating 
7. Snowmobiling 
8. Rowing 
9. Use of powered cruisers and house 

boats 
10. Use of powered boats - inboard run-

abouts 
11. Use of powered boats - outboard run-

abouts (muffled) 
12. Use of powered boats - outboard run-

abouts (unmuf fled) 
13. Use of aircraft (landing and takeoff) 
14. Water skiing 1 

the shoreline: 

1. Residential - permanent occupancy, 
year round 

2. Residential - occasional occupancy, 
year round 

3. Residential - · occasional occupancy 
restricted seasonally 

4. Marinas Commercial Activity 
S. Tourist resorts " " 
6. Retail outlets " Il 

7. Hunting and fishing 
camps Il Il 

8. Aircraft docking 

9. 
10. 
11. 
12. 
13. 
14. 
15. 
16. 
17. 

facilities 11 
11 

Camping grounds Day Use 
Picnicking 11 

11 

Sunbathing 11 11 

Hiking (trails) " 11 

Overnight docking facilities" " 
High dertsity amusement facilities 
Public beaches 
Golf courses 
Wildlife sanctuary 

C. Within the watershed: 

1. As Bl to Bl6 except Bl3 and BlS 
2. Ski resorts 
3. Snowmobile trails 
4. Arenas, racetracks, etc. 

Therefore, the parameters were identified 
which were of critical importance to the 
largest number of recreational land uses, and 
also those land uses which were influenced by 
the most parameters. The ratings of importance 
were based upon the fact that the purpose of 
this study, in the first stage of the more 
detailed investigation, is the preparation of 
very approximate guidelines for recreational 
development constraints. 

Those parameters having critical importance 
are identified by an asterisk, and their 

relation to remote sensing evaluations are 
discussed in the following section of this 
report. 

Of a total of 93 parameters, the 32 marked 
with an asterisk were considered to be the 
most critical in the first stage of Phase II, 
and are discussed individually, regarding the 
potential of remote sensing evaluations, 
"mosaic" referring to existing panchromatic 
photography, under the assumption that the 
following specific terrain factors have been 
evaluated from the same media: 

(a) Surface drainage efficiency and direction, 
both within the watershed and including 
inflow-outflow characteristics of the 
individual lakes. 

(b) Topographie slope characteristics. 

(c) Soil types and moisture conditions. 

(d) Depths of overburden. 

(e) Areas of rock outcrop and swamp, including 
offshore vegetation and stagnant bays, 
augmented by frequent infrared colour 
photography, from spring through to fall. 

A. Basin physiography: 

1. Lake surface area: easily measured 
from mosaic 

2. Lake shape (length of shoreline per 
unit area): easily measured from 
mosaic 

3. Lake depth (bathymetry): information 
available or requires field measure
ments 

4. Lake geological formation: combination 
of factors (b), (c), (d) and (e) 

S. Surface drainage characteristics: 
factor (a); augmented by infrared 
colour photography 

6. Subsurface drainage characteristics: 
factor (c); augmented by infrared 
colour photography 

7. Water flows (as flush factor): 
factor (a) 

8. Precipitation: information available 

9. Other meteorological parameters: 
information available 
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10. Solar radiation: information available 

11. Topography: factor (b) 

12. Soil type: factor (c) 

13. Depth of overburden: factor (d) 

14. Offshore vegetation: factor (e); 

augmented by infrared colour and high 
altitude photography 

15. Volume: information available, or 
requires field measurements 

16. Wind direction: information available 
Fetch: easily measured from mosaic 

B. Water physical variables: 

2. Snow cover: information available, or 
requires field measurements 

3. Ice cover: requires field measurements 

4. Currents: indicated by pattern on air
photo mosaic also factor (e), may 
require field measurements, augmented 
by colour photography 

S. Wave action: indicated by pattern on 
airphoto mosaic, also factor (e) 

6. Intensity of water exchange: factors 
(a) and (e) 

14. Floating materials: requires field 
measurements, augmented by high 
altitude photography 

C. Water biological variables: 

7. Specific fish: information available, 
or requires field measurements 

E. Socio-economic characteristics of the area: 
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1. Population density: information avail
able, or requires field survey 

3. Degree of development: may be assessed 
from airphotos with selective field 
checking and updating from 1969 
photography; augmented by high altitude 
photography 

4. Water treatment and wastewater treat
ment: requires field measurements, 
although septic tile bed performance 
and sewage lagoon sites may be assessed 
and located respectively using airphotos 

S. Roads: easily located on mosaics 

7. Powerlines: main lines easily located on 
mosaics 

10. Sewerages: requires field measurements; 
augmented by infrared colour photography 

12. Forested land use: easily measured from 
mosaic 

13. Urban land use: measurable from mosaic, 
requires specific field checking, 
augmented by colour photography 

14. Industrial land use: measurable from 
mosaic, requires specific field 
checking. 

Therefore, the interpretation of the physical 
factors, in combination with the information 
readily visible on the mosaics provides 
complete data for 14 of the above parameters, 
and partial data for 7, out of a total of 32. 
It is also pertinent that, of the other 
parameters, information is available either 
completely or in part for 10 of these. 

S. SPECIALIZED STUDIES REQUIRED IN REMOTE 
SENSING: 

The investigations required to accurately 
register the terrain and water characteristics 
to provide useful data for the physical 
disciplines are listed in Table 3. The type 
of photography required is shown in capital 
letters beside each investigation. It is 
assumed, unless otherwise indicated, that for 
colour photography only a haze filter is 
required, and that for infrared colour photog
raphy, either a Wratten 8 below a flying height 
of 5,000 feet, or a Wratten 12 above this 
height, is required. 

It is pertinent to indicate the relationship 
of the remote sensing studies proposed to 
those investigations required for the other 
disciplines involved, as shown in Table 2. 

Table 2 will provide the reader with an oppor
tunity to assess the contribution of remote 
sensing to the other disciplines, although the 
individual studies for the other disciplines 
are not detailed in this paper due to the 
space limitations. 

6. CONCLUSIONS AND RECOMMENDATIONS: 

(a) Remote sensing has the greatest value 
and impact when contributing input for 
a variety of physically oriented 
disciplines. 



Remote 
Sensing 
Study No. 

Al 
A2 
A3 
A4 
AS 
A6 

Remote Sensing 
Study No. 

Al 

A2 

A3 

A4 

AS 

A6 

TABLE 2 

Biology Fisheries Limnology Pollution Wildlife 
(Total-3) (Total-4) (Total-7) (Total-4) (Total-3) 

1 1 5 3 3 
1 1 4 2 0 
3 1 6 4 2 
0 3 4 2 0 
0 0 3 2 2 
3 3 7 4 3 

TABLE 3 

SPECIFIC STUDIES IN REMOTE SENSING 

Investigation 

To evaluate existing photography 
(PANCHROMATIC), maps and reports on 
geology, soils, groundwater, etc. 

To establish relationships between 
various types of agricultural usages, 
soil types, and groundwater flow. 
( INFRARED COLOUR PHOTOGRAPHY) . 

Monitoring seasonal contributions of 
septic tank and tile bed effluent to 
adjacent shoreline through ground
water movement, using spectral slicing 
in a time continuum study of environ
mental changes (INFRARED COLOUR 
PHOTOGRAPHY, 0.58 to 0.72 MICRONS IN 
0.02 SLICES). 

To establish the bathymetry of a lake 
from airphotos, to locate offshore 
bars, and to determine optimum film
filter combinations for water 
penetration (COLOUR PHOTOGRAPHY). 

To relate microdrainage patterns 
airphotos to depth of overburden, 
(PANCHROMATIC AND COLOUR INFRARED 
PHOTOGRAPHY). 

Detection and mapping of stagnant water 
trapped in isolated bays of lakes 
(COLOUR AND INFRARED COLOUR PHOTOGRAPHY). 

Application 

To provide basic data on physical 
and cultural features within 
the watershed areas including 
environmental changes, and provide 
input as required for other study 
programs. 

To attempt to reduce contribution 
of nutrients of water bodies by 
economical controls of surface 
water flow, thus assisting the 
department in regulating agricul
tural practices with the watershed. 

To assist in developing criteria 
for regulating the use of septic 
tank and tile bed sewage disposa! 
systems. 

Techniques developed to aid in 
categorizing lakes. 

To establish the reliability of 
prediction of depth of overburden, 
and the effect of microdrainage 
characteristics on septic tile 
bed performance. 

To establish land-use constraints 
along shorelines of stagnant areas. 
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(b) The existing panchromatic photography 
provides the basis for the acquisition 
of accurate and useful terrain data. 
The uncontrolled or semi-controlled 
mosaics are satisfactory for most 
interpretive studies, and serve as a 
useful media for the organized presen
tation of data. 

(c) A multidisciplinary study for a 
regulatory agency on development must 
employ the most economical, and readily 
available imagery of the area involved 
- panchromatic photography at the 
present time. The training of personnel 
to properly evaluate and assess the 
input data for recreational develop
ment is simplified by the acceptance 
of the value of panchromatic photography 
for terrain evaluation. 

(d) Regional evaluations, such as the 
selection of test lakes, and the sub
sequent categorization of other inland 
water bodies would significantly be 
enhanced by using high altitude 
infrared colour photography. This is 
particularly true in establishing lake 
inlets and outlets, one of the prime 
classification criteria. 

(e) Time lapse photography, available over 
most areas only in panchromatic, is 
necessary to truly evaluate the changes 
in shoreline features (offshore vegeta
tion, erosion, accretion, offshore bars, 
water level changes, etc.), land use 
within the watershed, and changes in 
drainage patterns caused by develop
ment. A program of infrared photog
raphy, taken along the shoreline on an 
annual basis, should be implemented to 
trace the encroachment of offshore 
vegetation, and thus the nutrient 
contributions to the water body. Con
sideration should also be given to 
taking this type of photography over 
the watershed areas on a regular time 
interval, determined by the rate of 
deve lopmen t. 

(f) Basin physiographic features, such as 
surface and subsurface drainage and 
offshore vegetation, would be more 
completely assessed using infrared 
photography. 

(g) Water physical variables, such as 
current effects and large quantities of 
floating materials would be more 
accurately evaluated by colour and high 
altitude photography respectively. 
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(h) Socio-economic characteristics of the 
region and the most appropriate aux
iliary imagery are listed: 

(i) Degree of development: high 
altitude photography 

(ii) Sewerage outfalls: infrared colour 
photography 

(iii) Urban land use: colour photogra
phy 

(i) The following studies should be 
conducted using the photography 
indicated to efficiently assess the 
full potential of remote sensing 
techniques in determining lake 
developmental capacities: 

(i) Relationships between agricul
tural usages, soil types and 
groundwater flow: infrared 
colour photography. 

(ii) Septic tile bed effluent 
contributions: infrared colour 
photography using spectral 
slicing. 

(iii) Water penetration for lake bathy
metry: colour photography. 

(iv) Relationship of microdrainage 
patterns to depth of overburden: 
colour infrared photography. 

(v) Stagnant water detection: colour 
and infrared colour photography. 

(j) The imagery obtained from the ERTS 
satellite program will s~rve as a 
continuous regional monitor of chang
ing environmental conditions within 
inland water bodies, particularly in 
regard to turbidity during spring 
runoff ·or after high intensity rain
falls. The imagery to be obtained 
from participation in this program 
should be of considerable value for 
assessment of other significant 
parameters. However, only a controlled 
program over a large test area will 
establish the applications to recrea
tional terrain evaluation. 
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