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ABSTRACT 

This report outlines an electrical method (MOSES) designed ta sound the 
seafloor in arctic regions. A description of the factors which influence the 
electrical conductivity of material beneath the sea (including pennafrost) is 
first presented. The theory of the MOSES method is then developed and 
followed by numerical modelling of its response ta one and three dimensional 
typical arctic structures. The report concludes with the detailed proposal 
and budget for an Arctic experiment. 

RÉESUMÉ 

Ce rapport décrit une méthode électrique (MOSES) conçue pour le sondage 
des fonds océaniques arctiques. Les facteurs qui influencent la conductivité 
électrique des matériaux sous-marins, y compris le pergélisol, sont d'abord 
présentés. La théorie de la méthode MOSES est ensuite développée et suivie de 
modélisations numériques de sa réponse à des structures arctiques typiques 
uni- et tri-dimensionnelles. Le rapport tennine avec les détails et le budget 
d'une expérimentation proposée pour l'Arctique. 
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1. Introduction 

In March 1984, the University of Toronto, Department of Physics, was con­

tracted by the Department of Energy, Mines and Resources, Earth Physics Branch, 

Government of Canada, to develop an electrical method to sound the seafloor in 

Arctic regions, specifically in the Beaufort Sea. The statement of work included, "The 
preparation of a complete report documenting the system design and capabilities, the 

preparation of a theoretical analyaia of the application of the method to permafrost 

mapping and the presentation of a detailed proposai for an Arctic test. "This document 

is a description of the wor k completed to date. 

It is divided into a number of sections. The introduction continues with the 

presentation of mainly background material on permafrost, on the geophysical methods 

currently used for Arctic exploration and on the reasons for the choice of the MOSES 

as one of the more suitable electrical methods. The second section is devoted to 

~ a description of the factors which influence the electrical conductivity of material 

beneath the sea, including permafrost. It is in this section that the concept of tran­

verse macro-isotropy is introduced - the grouping together of several thin, horizon­

tal, isotropie layers to f orm a thicker, anisotropie zone, capable of being resolved 

by a electrical method. At the start of the project, the inclusion of e:ffects of anisotropy 
·, was thought to be quite important,-but not nearly as important as the subsequent 

data analyses and design studies were to demonstrate. 

The third section of the report contains the theoretical studies. Much of this work 

is original. The response of the MOSES method to a one-dimensional model, which 
includes layers which are anisotropie and whose resistivities increases exponentially 

with depth, is calculated. A novel integral equation technique for calculating the local 

anomalies associated with three-dimensional conductive and resistive zones is also 

described. 

The responses of the MOSES method to one and three dimension.al structures 

typical of those found in the Arctic are presented in section fo~r. Suitable parameters 

for the one dimensional forward models are determined by filtering an electrical log 

from an offshore well which passes through unfrozen sediment and permafrost of 

various kinds. Estimates of the resolution of model parameters form typical data 
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sets with typical errors, the inverse problem, are also given using the eigenparameter 

statistical analysis of generalized inverse theory. 

The fi.fth and final section of the report is the proposai and budget for an Arctic 

experiment. 

1.1: Permafroat. 

The term "permafrost" is a contraction of "permanent frost". It is by definition, 

•œny ,oil, 1ub1oil, or other ,urficial depo,it, or even bedrock, occurring in Arctic 

region, œt a uariable depth beneath. the Earth '1 surface, in which a temperature below 

freezing ha, ezisted continuously for a long time (at least two years). "The de.finition 

is based exclusively on temperature, without regard to texture, degree of compaction, 

water content or lithologie chararacter of the material. Permafrost may be bonded, 

when the interstitial water freezes, hard permafrost,or unbonded, when high dissolved 

sait concentrations keep interstitial water from freezing, 10ft permafrost.Clearly, a 

degree of softness can be defined which depends on the amount of ice-bonding. 

The permafrost under the Beaufort Sea is a layer from 100 to 600 meters thick, 

~ underlying shallow water, typically 50 to 100 meters deep, and several tens of meters 

of soft sediment. There are a number of reasons for trying to map this geological 

phenomenon more accurately. The Beaufort Sea area is now known to contain several 

major petroleum reservoirs and a greater knowledge of sub-sea structure will aid in 

bath development and further discoveries. With regard to development, thaw settle­

ment of oil production platforms is a serious hazard in areas containing shallow sub­

sea permafrost. (There are also enviromental concerns as to the effects of widespread 

thawing.) The dredging of shipping Ianes may be difficult or impossible at locations 

where ice-bonded sediments occur close to the surface. For similar reasons, the excava­

tion of pipeline trenches may also be influenced by shallow sub-se_a permafrost dis­

tribution. Further, degraded permafrost appears to be relatéd to shallow gas hydrate 

occurrences, the latter is both a possible resource and a hazard to drilling. With 

. regard to exploration, it is important to recognize permafrost as a geological factor 

that often hinders the most commonly used geophysical exploration method in this 
area, the seismic method. 

1.2: Sub-,ea geophysical method.8 în Arctic areas. 

By far the most widely used exploration strategy for obtaining geological infor­

mation in Arctic sub-sea areas is the reflection seismic survey and interpretation fol-

- ·- ·-- - --- --
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lowed by the drilling and logging of exploratory wells and the subsequent correlation 

of the two kinds of data. The occurrence of permafrost can make reflection seismic 

interpretation difficult. Frequent and unusual natural phenomena such as multiple 

reflectors, ice lenses, and patchy low velocity zones degrade the seismic section. The 

occurrence within permafrost of lenticular zones of liquid gas hydrate which attenuate 

seismic waves also result in a loss of information. O'Conner (1980) states " .. .lt was 

concluded that acoustic identification of specific geologic units appears to be possible, 

except where ice scouring, permafrost and/or the presence of shallow gas interfere 

with acoustic stratigraphy .... ". 

The seismic refraction method, the geophysical method routinely used to identify 

permafrost beneath the sea floor, has a severe limitation. The high contrast in velocity 

between the seismically rigid permafrost and the softer sedimentary environ.ment 

makes the determination of the depth to the top of permafrost easy. However, the 

method does not see the lower interface bec a use of the velocity revers al. Despite 

this limitation seismic is still the most effective mapping technique in sub-sea Arctic 

regions. 

Other geophysical methods have been tried offshore in the north with limited 

success. Corwin (1983) used a galvanic (DC) electrical resistivity method whereby 

a standard Schlumberger array is towed behind a ship. The method seems to have 

been reasonably successful in water depths of a few metres. In deeper water, the high 

----- electrical conductivity of the sea water inhibits measurement of sub-sea resistivities. 

The array, like all standard resistivity arrays, is sensitive to the value of the resistivity 

refl.ection coefficient, an expression which is close to unity for all crustal resistivities. 

Further, as ·a direct result of the work on anisotopy described later in this report, 

it can be argued that static resistivity methods are virtually useless for permafrost 

mapping anywhere. The presence of anisotropy, which is totally undetectable by the 

method, can cause typically a vertical scale error of a factor of 1.5 to 2. 

Electromagnetic methods, particularly the large loop transient technique, have 

proven to be capable of resolving the base of offshore permafrost. However, the 

successful experiments have been conducted either on sea ice over very shallow water, 

or on artificial islands. The problem is the attenuation of electromagnetic signais by 

the conductive sea water. The methodology can be improved by locating the systems 

on the sea fioor. The choice of method thPn becomes a trade-off betweeri the one or 
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two Iogistically f easible methods and the optimum ones from the point of view of 

physics. The MOSES method, designed specifically for crustal sounding beneath a sea 

many hundreds of metres deep, was the result of one such compromise. It is described 

here in its original form. 

1.3: MOSES 

Any controlled source method requires a transmitter of electrical energy and 

a receiver to detect the presence of the electromagnetic field. In our method, the 

transmitter is a vertical, long-wire bipole, extending from the sea surface to the sea 

.fl.oor. A commutated current is generated on the ship and is fed to two large electrodes: 

one at the sea surface, the other at the end of a long insulated wire. The current return 

path is through the sea as illustrated in Figure 1.3.1. The receiver is a self-contained 

micro-processor controlled magnetometer located on the sea floor. The total hor izontal 

component of the static, commutated magnetic field generated by the current system 

is measured over a range of horizontal transmitter-receiver separations and a range 

of suitable frequencies. 

The acronym :fyf OSES which has been coined for the method stands for Magnetometric 

Off-Shore Electrical Sounding. The choice of MOSES is actually quite appropriate 

because the system geometry is carefully designed to remove many of the adverse 

effects of the relatively conductive sea water. In particular, accurate estimates of 

sea .fl.oor resistivity are possible because the data are proportion.al to the trans­

m.itt"ed current from the source into the crustal material. Resistivity sounding at 

sea with any standard array does not generate data sensitive to sediment resisitivity 

unless unreasonably large separations are used. Short array spacings yield only the 

value of the resistivity reflection coefficient which is close to unity for ail crustal 

resistivities. In contrast, our method measures the resistivity tranamiuion coefficient 

which is inversely proportion.al to crustal resistivity. 

If we apply Ampere's circuital law to a horizontal circuit on the sea floor cent.ered 

at the base of the current bipale then the total current flow, for a uniform layered 

earth, has axial symmetry about a vertical axis defined by the bipale (see Figure 1.3.1). 

The azimuthal magnetic field is constant in magnitude around the Ampere circuit and, 
by the theorem, is due only to the current which crosses the plane of the circuit, i.e. 

to the current which enters the crust. This current may be shown to be proportional 

to the ratio of sea resistivity to the crustal resistivity. Consequently, the associated 

,.,-
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magnetic field is a direct measure or crustal conductivity. The results or numerical 

computations (Edwards et al., 1981) show that the field strength is small. However, 

the field need on.ly be measured to an accuracy of say 10 percent to obtain the crustal 

conductivity to the same degree of accuracy. Estimates of crustal conductivity are 

obtained at all transmiter-receiver separations, the larger separations averaging to 

greater depth. Apparent resistivity curves similar to standard Schlumberger sounding 

curves may be constructed as an aid to layered earth interpretation. And the method, 

un.like the purely electromagnetic methods, is equally sensitive to conductive and 

resistive zones. 
The measurements or the magnetic field as a function of frequency as well as 

separation en.ables MOSES data to be interpreted in terms of not only mean resistivity 

and thickness of a buried zone but of also the anisotropie properties of the zone. This 

makes the method particularly attractive for Arc tic surveys. 

The method has been used successfully on a num.ber of occasions and some of the 

most recent results include the Bute In.let sounding (Edwards et al., 1985) and two 

soundings in the middle of the Juan de Fuca ridge (Nobes et al., 1985). The Bute Inlet 

sounding, conducted in a water depth of 640 meters, determined the resistivity and 

thickness of a sedimentary section as 1.9 Om and 560 meters respectively. Parameter 

eigenvector analysis gave an estimate of the error at 9.2 percent. The sediment at the 

first site in the Juan de Fuca ridge was determined as having resistivity and thickness 

of 0.82 Om and 1700 meters respectively. The second site proved to have only a thin 

sedimentary cover and the resistivity of the basement was determined to be on average 

10 Om to a depth greater than 1500 meters. Presently, Peter Wolf gram (PhD Student) 

is interpreting data from a small scale (MINI-)MOSES sounding that was conducted 

over ocean floor sulphides in the Endeavour segment of the Northern Juan de Fuca 

ridge. 

-- -·- - - - · 
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2. Factors influencing marine sediment resistivity 

The object of this section is to provide justification for the study of certain 

theoretical problems and guidelin~s for subsequent numerical modelling and experimen­

tal design. 

1.1: Archie', f ormu.la 

The electrical resistivity of an unconsolidated, unfrozen sediment composed of 

non-conductive minerais depends primarily on the resistivity of the pore fiuid and the 

porosity of the sediment. The rock conducts electricity because of the movement of 

ions (electrolytic conduction) in the fiuid filled pores. The empirical relation between 

formation resistivity P/ and porosity </> (fractional pore volume) is given by Archie's 

formula 

A,J,.-ms-" Pl= y, Pw• (2.1.1) 

where A is a constant Î:Q. the range 0.5 < A < 2.5, S is the fraction of pores fi.lled 

with water, n is the saturation exponent, </> is the porosity, pv, is the resistivity of the 

pore water. The exponent m is a constant which depends mainly on the geometry of 

the pore spaces and is called the cementation or formation factor. 

Shallow marine sediments are completely saturated with water consequently the 

saturation factor S is unity and the equation simplifies to 

(2.1.2) 

. The porosity of marine sediments can vary from as much as 0.8 at the sea fl.oor 

to as little as 0.1 at large depths. Since in the limitas </> approaches 1, Pl goes top,,,, 

and given that </> varies greatly for the case of marine sediments, it is reasonable to 

assume that A is unity (Jackson et al., 1978). Thus we are now left with only three 

parameters which determine the resistivity of the sea sediment, </>, m and p,,,. 

The formation factor m de pends on the shape of the partiel es in the rock. In a 

study of artificial samples, Jackson et al. (1978) found that m increased from 1.2 for 

spheres to 1.9 for platy shell fragments, while for sands m fell between 1.4 and 1.6. 

They also discovered that particle size has very little effect on the formation factor . 
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In-situ measurements of sediment formation factors for the shallow-sea, near-shore 

environment range between 1.5 and 3. 

The conduction in water is almost entirely electrolytic and consequently p,. is 

a function of the number of ions, their charges, and their mobility. Generally, the 

mobility is independent of the type of ion since it depends principally on the collision 

rate which is similar for most molecules. The charge, however, can vary depending 
on the valence of the ion - for example (Mg)++ has the same conductive effect as 

(Na)+, but at half the molar concentration. The number of ions dissolved in the water 

is in.fluenced by the typ~ of rock and in the majority of marine sediments the two 

dominant species are (Na)+ and (Cl)-. 

The mobility and concentration of ions are both dependent on the temperature 

of the fluid. A rise in temperature will increase the average molecular velocity and 

hence the mobility of ions is greater. For a wide range of temperatures, Becker et al. 

(1982) have suggested the empirical rule 

p. = (3.0 + T /10)'."'"1
, (2.1.3) 

for the resistivity of sea water, where T is the temperature in degrees celcius. Measured 

resistivities of pore water samples from the Arctic seem to be consistent with the 

average pore water sample being sea water. Given these formation factor and pore 

fluid resistivity values, the resistivities of unfrozen Arctic marine sediments would be 

expeéted to range from .5 to 4 Om, with the most typical value being 2 Om. 

If the temperature of a sediment is lowered to the point where some of the 

water begins to freeze, then the ionic mobility is greatly reduced. In contrast, the 

ion concentration in the remaining fraction of unfrozen liquid increases. There is a 

red~ction of the effective porosity and an increase in the salinity of the fluid. The 

resistivity of the rock rises rapidly with decreasing temperature as very resistive ice 

blacks the continuity of the conductive pathways in the mat~rial. Some examples of the 

overall variation of resistivity with temperature are given in Figure 2.1.1. The absolute 

resistivities and temperatures shown are not relevant to the marine environment 

because the samples are saturated with ground water rather than sea water. In the 

case of saturated sand gravel there is an order of magnitude increase in resistivity 
for a O to ·_3 degree change in temperature. The clays and silts have a resistivity 

that increases relatively slowly with decreasing temperature. This is attributed to 
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the large ion exchange capacity of clays. It would appear that the negatively charged 

surfaces of clay particles attract cations in the fluid producing a local increase in the 

concentration of ions close to the clay surface. The higher concentration of dissolved 

ions prevents this water from freezing and hence provides a conductive path through 

the sediment. Since frozen clays can have a lower resistivity than unfrozen silts or 

sand grave! it is clear that resistivity measurements alone can not always identify 

permafrost, and some other geological information is necessar-y. 

2.2: Poroaity and reaiativity variation with depth 

There is precious little information available on this subject and it would appear 

that porosity-depth modelling of shallow marine sediments has been almost entirely 

neglected. Part of the problem is the lack of any kind of log. The standard drilling 

procedure requires the casing of the first 100 meters of drill hole in order to set up 

the blow out preventer and marine riser which permits the use of drilling mud. 

Nafe and Drake (1957) describe one of the few studies which has attempted to 

relate porosity to seismic velocity with an empirical function. They examined the 

variation wih depth of porosity, density, and seismic velocity in both shallow and deep 

water marine sediment. Their compilation of the variation of porosity with depth for 

average deep (greater than 3 km) and shallow water (Iess than 200 m) is shown in 

Figure 2.2.1. The dashed Iine represents data obtained from artificial compaction of 

sediments while the dotted line is a combination of data from Venezuelan and Kansan 

bore holes. 

The porosity of shallow water sediment is considerably less than that of deep 

water sediment because the effective stress is greater for shallow water. (The effective 

stress, a function of depth, is the stress produced by the weight of rock above minus 

the hydrostatic pressure of the pore fluid; consequently, deep water reduces the 

effective stress.) The porosity curve for shallow water is replotted in Figure 2.2.2 · 

with logarithmic and linear scales for porosity and depth respectively. The straight 

line suggests an exponential variation of porosity with depth for shallow water marine 

sediments. 

<P = <Po exp(-sz) (2 .2.1) 
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where decay constant s ~ 6.15 X 10-4m-1 is determined from Figure 2.2.2 1 and ~o 

is the porosity at z=O. The porosity of the deep water sè~ment does not behave in a 

,imilar manner. However I two piecewise continuo us exponential functions appear to 

fit the data very well 1 as shown in Figure 2.2.3. 

This limited data base indicates that an exponential decrease in porosity with 

depth is an extremely good representation of the behaviour marine sediments. Consequently, 

some reduction in the number of parameters in a layered one-dimensional model 

representing the sediment may be achieved by allowing an exponential variation 

in porosity within the layer1 rather than the more elementary constant porosity. 

The corresponding resistivity variation may be obtained by substituting the 

porosity-depth relation (2.2.1) into Archie's rule. There results 

PJ = [<Po exp(-sz)rm p,. (2.2.2) 

or 

PJ = ~am p,. exp(vz) (2.2.3) 

with decay constant v equal to the product of formation factor m with the porosity 

decay constant s. Thus an exponential decrease in porosity causes a corresponding 

exponential increase in resisitivity. When forward modelling the MOSES response of 

a layered medium at the static limit, an exponential variation of resistivity with depth 

within a given layer is no more difficult to programme than the constant resistivity 

case. 

H.3: Trarnverse isotropy. 

Resistivity dependence upon direction is called anisotropy or aeolotropy and it 

is the overall result of the microscopie phenomena of grains and their orientation 

combined with macroscopic effects such as alternating sedimentary layers . The scale 

length of anisotropy is related to the resolution of the sounding method - for example, 

if the resolution is 10 meters and alternating layers of differing conductivity occur at 

one meter intervals, then this layering would be blurred and would become part of 

the anisotropy of the material. Unfortunately, the term anisotropy is used loosely 

to mean transverse üotropy which is the particular case of anisotropy when the two 

-·---



- 17 -

l1 
---
l2 

Pl 

P2 
":.. 

1 • • 
1 • • • ---• 

lN-2 ' L 
lN-1 -- ---

PN-2 lN 

PN-1 

PN 

/ 
/ 

~ 

Figure 2.3.1: A oorizontally stratified rred.ium. 



- 18 -

horizontal elements or the diagonal resistivity tensor are equal but di.fferent from the 

the vertical element. 
Since most rocks and minerals are poor conductors, electrical current is passed by 

electrolytic conduction in the saturated pores. Rock grains which make up sediments 

tend to have a platy structure and lie in bedding planes. Current paths that are per­

pendicular to bedding planes are more resistive than current paths which run paral­

lel; consequently the resistivity is directionally dependent. This type or anisotropy is 

called micro-anisotropy. 

Macro-anisotropy, on the other hand, is the macroscopic e.ffect of the repeated 

occurence or two di.fferent facies which form thin horizontal beds. (Here, thin is 

interpreted as being significantly smaller than the resolution of the geophysical method 

at the depth of the bed) The case of a horizontally stratified medium is illustrated 

in Figure 2.3.1. In the horizontal direction, the admi"ttance8 :: of horizontal layers in 

parallel add together to produce -f; , the total admittance. However, in the vertical 

direction, it is the impedance8 Pili of the horizontal layers in aerie8 which add to give 

the total impedance p"L; consequently the vertical and horizontal resistivities, for the 
block of material, are not the same. There results 

and 

·L . N - = ~ li 
Ph. L,, -, ,-1 Pi 

N 

p.L= L Pili. 
•-1 

The coefficient of anisotropy f and the mean resistivity Pm are defined as 

and 

/ = {f;_ V Ph.
1 

Pm=~. 

(2.3.1) 

(2.3.2) 

(2 .3.3) 

(2.3.4) 

The coefficient of anisotropy is by de.finition always greater than or equal to 

one. Macro-anisotropy (1 < f < 3) is usually much larger than micro-anisotropy 
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(1 < / < 1.2), except in extreme cases, sa that the resolution of the geophysical 
method is quite important and must be considered when modelling a resistivity-depth 

profile. Generally, the directional dependence of resisivity is more complicated than 

the simple transversely isotropie case. However, in horizont_ally stratified sediments 

this approximation wor ks very well. 

The overall effect of an anisotropie meruum on a de resistivity sounding is analogous 

to an elongation of the vertical axis. · In transversely isotropie merua, the depth 

of penetration of an electrical sounding is reduced bec a use current pref ers to flow 

horizontally rather than vertically; this effect causes anisotropie layers to have an 

apparent thiekness whieh is greater than their true thiekness. Fortunately, a quasi­

statie method such as MOSES can detect anisotropie effeets from the phase in­

formation so that the problem does not produce any ambiguity. 
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3. Theory 

9.1: The MOSES response of an anisotropie layered medium. 

The theory of the MOSES method was partially developed by Edwards et al. 

(1981) and Edwards et al. (1984). The full layered-earth solution in a form suitable 

for direct implementation on a computer is given here. The geometry is illustrated 

in Figure 3.1.1. In the model, the sea is represented by a layer of uniform resistivity 

p0 and thlckness d. The planes z = -d and z = 0 represent the sea surface and the 

sea floor respectively. Two current pales, a current sin1c (at time zero) labelled CI of 

strength -I(t) and a current source C2 of strength +I(t) are located at (0, 0, -d) and 

at the origin of the cylindrical coordinate system (r, 1>, z) respectively. The poles CI 

and C2 are joined by a straight insulated conductor which carries the current I(t) 
from CI to C2 to complete the continuity of current. 

The crustal rock beneath the sea is divided in N regions, N - I homogeneous 

layers, where the thickness of the i th. layer is hi, over a lower homogeneous halfspace. 

Each region is transversely isotropie. The vertical resistivity Pi of the i th. region 

is different from the horizontal resistivity pf. As mentioned earlier, thls form of 

anisotropy is usually a representation of a region in the crust composed of many thin 

homogeneous isotropie layers which cannot be resolved independently. On physical 

grounds, it is useful to introduce two other parameters. Maillet (1947) among others 

has shown that if a region is transversely isotropie then static electrical sounding 

methods, for example de resistivity, can only detect the geometic mean resisistivity Pi, 

defined by p; = pf pf, The orthogonal combination of the resistivities is the coefficient 

of anisotropy fi, given by J; = p:f pf, a parameter which is always greater than or 

equal to unity. The effective sounding depth of a static electrical method into an 

anisotropie zone is inversely proportional to f. Put another way, an anisotropie zone 

always appears to be thicker than it actually is by a factor f when static data are 

analysed with a layered-earth isotropie modelling programme. 

Let J(t) vary as J exp(iwt). The electric current flow _everywhere has axial sym­

metry about the z axis. Consequently, the magnetic field has only one component, in 
the 1> direction, whlch may be written as 

ç,- . 
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B = B(r, z)exp(iwt)~- (3.1.1) 

Ir the magnetic effects of d.isplacement currents are :neglected, the Helmholtz 

equation for B may read.ily be derived from Maxwell's equatio:ns as 

82 B I a B B 1 82 B 2 
-8 2 +--8 -2+ 12-lJ 2 =a B, r r r r r z 

(3.1.2) 

where 

a2 = iwµ/ p" • (3.1.3) 

The mag:netic field close to the wire is i:ndependent of z and from equation (3.1.2) 

is given by 

B = (µaol /2,r)Ki(a.or), (3.1.4) 

where 0.5 = iwµ/ Po, p" being equal to Po in the sea, and K1 is the modified Bessel 

function of the second kind of order 1. As a.o tends to zero, expression (3.1.4) reduces 

to 

B = µl/21rr 1 (3.1.5) 

the low-frequency static limit. -

A Hankel tra:nsform pair relating any two functions A(r; z) and A(>.; z), may be 

defined as 

A(À; z) = 100 

r A(r; z)J1 (>.r) dr, (3.1.6) 

and 

A(r; z) = 100 

U(À; z)J1 (>.r) d>. . (3.1.7) 

where J1 is a Bessel function of the first kind of or der 1. The Hankel transf orm of 

the partial differential equation (3.1.3) yields the simple second order equation 

. ·---·------- - -- - -

d:' B - /2À2 B = /20.2 B. 
dz2 

•; ,_ 

(3.1.8) 

,--

·- ·· -- ---- ----···---- - -- · ---
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A general solution of (3.1.8) in the sea is 

Bo(À;z) = (µI/2,r)[Fexp(-Ooz) + Gexp(Ooz)], 

where 85 = À2 + a5 and f has been set to unity. 

The Hankel transf orm of the particular integral (3.1.4) is 

(3.1.9) 

(3.1.10) 

by standard integral 6.565/4 of Gradshteyn and Ryzhik (1965). The complete solution 

for the magnetic field in the sea is the sum of expressions (3.1.9) and (3.1.10) and is 

Bo(>.; z) = (µI /2,r)[F exp(-8oz) + G exp(0oz) + >./ 0~]. 

and, in particular, the value of the field on the sea fl.oor is 

Bo(À; 0) = (µ/ /21r)[F + G + >./85]. 

(3.1.11) 

(3.1.12) 

The electric field has two components in the vertical and radial directions, re­

lated to the single azimuthal component of the magnetic field by Ampere's law. In 

pàrticular, the radial or tangential component Er is given by 

( / 
h)E ( . ) :_ _ 8B(r; z) 

µp rr,z- az 
· or equivalently, in the transform demain, 

(µ/ ph)Er(À; z) ·= - dB~:; z). 

The electric field Ero in the sea is therefore 

Ero(>.; z) = (I po8o/2,r)[F exp(-Ooz) - G exp(0oz)]. 

which, on the sea fl.oor becomes 

Ero(>.; 0) = (/ Po0o/21r)[F - G] . 

(3.1.13) 

(3.1.14) 

(3.1.15) 

(3.1.16) 

A boundary condition of the problem is that the magnetic field shall be zero on 

and above the surface of the sea. The boundary condition is easily established by 
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applying Amperes circuital law to a circular circuit drawn on the plane z = d, or on 

any plane above and parallel to it. The azimuthal and only magnetic component B 
is constant around the circuit, by symmetry: The current through the circuit is zero. 

Hence, the magnetic field must va.nish. An explicit form of the boundary condition is 

obtained by setting z = -d in expression (3.1.11). It is 

0 = Fexp(Ood) + G exp(-Ood) + '>./0~. (3.1.17) 

Expressions (3.1.12), (3.1.16) and (3.1.17) may be combined to give an expression 

for B0 ('>.; 0) independent of the constants F and G and of the explicit value of the 

electric field. The expression does depend on the ratio of the electric and magnetic 

components Band Er. It is 

'>.B('>.; O) = ["/][ 1 - Kl [ 1 - 2 exp(-Ood) + exp(-200 d) ][ 85 l 
2,r 2 1 - K exp(-20od) À2 

1
· 

(3.1.18) 

where K = ( Z1 - po8o )/( Z1 + poOo) is a reflection coefficient and Z1, in turn, is 

~ the ratio µEr('>.; 0)/ B('>.; 0). 
The parameter Z1 has the dim~nsions of electric field, volts per metre, divided 

by magnetising field, amperes per metre, i.e. the dimensions of ohms. Consequently, 

it is referred to as an impedance. The impedance is continuous across ail horizontal 

planes in the model, and the impedance at the top of the i th. crustal layer is desig~ated 

the subscript i. It is possible to find Z1 given the resistivities and thicknesses of the 

crustal layers, by means of a recurrence rule. The value of Z1 is then substituted into 

expression (3.1.18) and the magnetic component B(r; z) evaluated through the inverse 

Hankel transform (3.1.7). 

A general solution of the differential equation (3.1.8) in the i th. layer is 

Bï(Ài z) = (µl /21r)[U exp(-Oi/iz) + V exp( Oifïz)]. 

· The corresponding radial component of the electric field is given by 

µEri('>.; z) = (µI Pi0i/21r)[U exp(-Oi/iz) - V exp(Oifiz)], 

(3;1.19) 

(3.1.20) 

where Oî = '>.2 + iwµ/ P; and Pi is the geometric mean resistivity. The impedance is 
the ratio of expressions (3.1.20) a.nd (3.1.19). If its values at the top and bottom of 

the layer are Zi and Zi+l respectively, then 

-·· . -- ------- -----
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(3.1.21) 

The impedance Z1 may be derived recursively from rule '(3.1.21) provided the value of 

ZN is specified. As the thickness of the N th. layer is infini te, the value of tanh( fJ N f N h N) 

is unity. Substituting this value in (3.1.21) gives the required impedance as PN()N, 

If, in any layer i, the induction wavenumber Cli is allowed to app~oach zero, then 

li approaches À; and the effects of anisotropy at the static limit are evident. The 

recursion through the anisotropie layer of mean resistivity Pi and thickness hd /i, is 

the same as through an isotropie layer, of uniform resistivity Pi and thickness hi, 
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3.2: lmpedance trana/er acrou a layer having an ezponential increaae in reaiativity 

with depth 
Nafe and Drake (1957), among qthers, have shown that the resistivity of some sea 

floor sediments increases exponentially with depth due to an exponential decrease in 

porosity. In this section, methods are described for determining the impedance transfer 

across an intermediate, isotropie horizontal layer, thickness hi, whose resistivity Pi(z) 

increases from bi at the top of the layer to bi exp(Vihi) at the bottom. For the static 

de case, the problem is analytic. However, the addition of electromagnetic induction 

terms makes the problem tractable only at a numerical level. 

The inclusion of a continuous variation of resistivity with depth modifies the 

differential equation (3.1.8) and it becomes 

<PB+_!_ dp1,. dB -f2">.2B = f2a.2B. 
dz2 p1,, dz dz 

(3.2.1) 

If the medium is isotropie and the effects of frequency are negligible, then a more 

simple form is obtained which is 

tP B + ! dp dB - ·>.2 B = O. 
dz2 p dz dz 

(3.2.2) 

or, for the i th. layer with an exponential variation in resistivity, the constant coefficient 

form 

<PB dB 2 -+v·-->. B=O dz2 1 dz . (3.2.3) 

A general solution of this differential equation is 

Bi(>-; z) = (µl /2;r)[M exp(-'11 iZ) + N exp("Y2iz)], (3.2.4) 

where "Ili = [>.2 + (vï/2)2]
112 + vi/2, and "Y2i = [>.2 + (vï/2)2] 112 - vi/2. The cor­

responding radial component of the electric field is given by 

µEri(À; z) = (µl Pi(z)/2,r)[M "Ili exp(-"Y1iz) - N '12i exp("Y2iz)] . (3.2.5) 

The impedanc'e is the ratio of expressions (3.2.5) and (3 .2.4). If its values at the 

top and bottom of the layer are Zi and Zi+l respectively, then 

Cl? 
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zi = 6,{"f1i + "f2ït'}Zi+1 + bÏ exp(vidï)"f1i"12ï{l - t} 
6, exp(vidi){ "f2i + "f1it} + {1 - t}Zi+I · 

where G = exp{-(11i + "f2i)di}. 

(3.2.6) 

In order to include electromagnetic induction terms in the model the differential 

equation (3.2.1) must be solved numerically. For an exponential resistivity variation, 

it becomes 

âl B dB [ 2 2] -- + Vi- - À + a: B = 0 
dz2 dz 

(3.2.7) 

Equation (3.2.7) is of second order and thus requires two boundary conditions, 

however, only Zi+I (the impedance at the bottom) is known. Application of a theorem 

attributed to Ricatti transf orms this second order differential equation into a non­

linear fi.rst order one. 

where 

. "'=dB/Tl 
dz 

(3.2.8) 

(3.2.9) 

Equation (3.2.8) may be integrated numerically through layer. The initial value of 'V 
at the . bot tom of the layer is related to the im pedance there by 

(3.2.10) 

The final value of 'Vat the top of the layer may be converted back to an impedance 

with a similar rule. 
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9.9: · The atatic MOSES reaponae of a conductive, rectangular lamella. 

The electrical conductivity of the earth beneath the sea does not just vary 

with depth. In many areas, lateral changes in conductivity are ta be expected and 

indeed are evident from a study of the electrical logs of adjacent drill hales. A useful 

repre~entation of a conductivity anomaly is a plate, or a more general lamella such 

as a warped or f olded plate. A conductive anomaly within the earth channels an 

impressed source current and causes an an.omalous magnetic field in its vicinity. In 

order to derive simply the form of the magnetic anomaly, and the equivalent apparent 

resistivity perturbation, the concept of a current dipole is introduced. The current 

dipole is a complete, infinitessimal, self-contained current system consisting of a wire 

element lin.king a point source and a point sink such that the combined current 

flow is everywhere divergence free. The current channelling into, out of and inside 

a conductive lamella may be represented by a distribution of current dipoles lying in 

the plane of the lamella. 

A computer algorithm has been developed to compute the effect of a set of 

lamellae. A simplified version of the theory, that for a single vertical plate, is presented 

here. 

The geometry of the single, vertical plate problem is illustrated in Figure 3.3.1. 

The plate lies in the y, z plane and has strike length and depth extent a and b 

respectively. The distance from the sea floor, the plane z = 0, to the top of the 

plate is h. The plate is offset a distance c from the base of the MOSES source bipale. 

The conductivity-thickness product S of the plate varies with position. The plate 

is located in a half-space crust of isotropie resistivity p1 • Other parameters are as 

specified in section 3.1, except, for the static approximation, the angular frequency w 

is set to zero. 

The integral equation method of solving the static resistivity problem for a three 

dimension.al body in a uniform hast medium is well known (Dieter, Paterson and Grant 

1969). The Fredholm equation of the second kind is set up in terms of the free charge 

on the surface of the body and solved for it. Surface integrals of the product of the 

charie and an appropriate Green's function yield the electric potential or the electric 

field anywhere in the medium. Gomez-Trevino and Edwards (1979) showed that the 

magnetic field in the medium could subsequently be derived through a surface integral 

provided the tangential electric field was first evaluated everywhere on the body. Their 

-------·· ----· 
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computation of the magiletic field in this manner is clearly a three stage process -

charge, electric field, magnetic field. The method may be improved by solving the 

integral equation for a distribution of current dipoles in the plane of the plate. The 

current dipole, introduced by Stefanescu (1958), is a complete infi.nitessimal current 

system, a point source and a point sinlc linked by a current element such that the 

whole system is everywhere divergence free . The electric potential, the electric field 

and the magnetic field can be expressed as simple integrals over the dipole distribution, 

reducing the problem of computing any field to a two stage process. The alignments 

or the current dipoles in the plate are in the cartesian y and z directions. 

The plate shown in Figure 3.3.1 is divided up into infinitessimal small rectangles 

or area dy dz like the one shown in Figure 3.3.2. A total current Iy enters the rectangle 

along one edge and leaves along another forming a current dipole of moment my equal 

to !y dy by de.finition. The y-component of the surface current iy in the rectangle 

due to the uniform flow is I,/dz or equivalently my/dy dz. It is the total surface 

current because the plate has infinitessimal thickness so that the contribution to the 

total current from any source outside the plate is itself infinitessimal. It f ollows that 

the total y-corn ponent of "the electri~ field within the rectangle is my / dy dz S . The 

orthogonal z-component of the surface current and electric field are defi.ned in terms 

or the dipole moment m~ in a similar manner. 

The integral equation is formed by equating the two components of the internai 

tangential electric field to the corresponding external electric field at the surface of 

the plate. The latter is simply expressed as a sum of the external field of the dipole 

distribution and the field of the exciting point source. 

Let P(y, z) be a test point on the surface of the plate. The externat y-component 

of the electric field at P due to an infi.nitessimal current dipole at Q(yp, zp) of moment 

m1 (Yp, zp) is 

E:(v, z) = (pmy(Yp, Zp)/ 4,r)[-_!_ + 3(11 - 11p)2 l ,a ,s , (3.3.1) 

where r2 = (y - 11p)2 + (z - Zp)2 . Written in terms of the surface current iy by 
subs~ituting for the moment my, the total y-component of the distr ibution of y­

directed dipoles is 

--------- ·- ·--- ·-- ·- - · - - · - ·· 
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(3.3.2) 

Also, the same component at P due to the distribution of z-directed dipoles is 

(3.3.3) 

The external y-component of the electric field at the point P(y, z) due to the 

source bipole is 

(3.3.4) 

where B(À; 0) is as given in expression 3.1.18, except, at the static limit, Oo = À and 

Z1 = P1Â. 

An integral equation for the surface current iy can now be formed by equating 

the internai and external tangential y-components of the electric field at P, it is 

+ {Appropriate Image Terma}. (3.3.5) 
• 

where the appropriate image terms are introduced to account for the e:ffect of the sea 

water. If p1 is larger than p0 , it is often suffi.ciently accurate to include only one image 

term, arranged to cancel the di pole tangential electric components at the sea fi.cor. 

One can write down a similar integral equation for the z-component of the surface 

current, and the two equations should be solved simultaneously. 

The simultaneous integral equations may be solved numerically in man.y d.i:fferent 

ways. The method of subsections is one of the simpler techniques. The plate is divided 

into MX N rectangles of finite size [A.y A.z] equal to [a/ M b/ N]. The coordinates of 
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the centre of a given rectangle, defined by the indices i, i are Üli, z;). The array Sï; 

specifies the conductance of each rectangle. 
The two components of the surface current are selected to be constant over the 

are a of a given rectangle and are written as iy ( i, i) and i z( i, j) . The integral equation 

for- the y-component of the surface current in discrete form at one of M X N test 

points located at the centre of rectangle i , j is 

N M 

i1 (i,j)/S,; =(p/41r) L L [iy(m, n)H~(i,j; m, n) + iz(m, n)H;(i,j; m, n)] 
n-1 m-1 

+(pifµ) fo
00 

À 2 B(>.; 0) exp(-Àz;) Ji(Àyi) dÀ 

+ {The Image TermB}, (3.3.6) 

where the Green's functions ni(i, j; m, n) and n;(i, i; m, n) are 

1zn+t:u/21Yr,a+Ay/2 [ l 3( . _ )2 l 
H:(i, i; m, n) = - 3 + 11' 

5 
1/p dyp dzp, 

~-A42 h-A~2 r r 
(3.3.7) 

and 

Hz(. .. ) = 3 1/i - !/p z; - Zp d d f. z,.+Az/2 lym+Ay/2 [ ( )( )] 

1 i,3,m,n 5 !/p zp, 
Zn-Az/2 Ym-Ay/2 r 

(3.3.8) 

and the distance r is given by r2 = (Yi - !/p)2 + (z; - zp)2. The Green's functions are 
trivial integrals which are never singular. 

The corresponding matrix equation for the z-component of the surface current is 

N M 

iz(i, j)/Sï; =(p/41r) L L [iy(m,n)H!(i,j;m, n) +iz(m,n)H;(i, j ;m,n)] 
ri-1 m-1 

+ (p1/ µ) fo
00 

À 
2 B(>.; 0) exp(-Àz;) Jo(ÀYi) dÀ 

+ {Dif f erent Image TermB }. (3.3.9) 

------·---- -- --
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Equations (3.3.6) and (3;3.9) are solved simultaneously for the 2 X M X N unknown 

surf ace currents. The solution is stable for an · values of S , even for the case of a 

perf ectly conductive plate. Other integral equations often yield inaccurate answers at 

this limit. The equivalent current dipoles are obtained from the surface currents by 

mu.ltipying each current by the area Ay Az. 

The magnetic field B(r) of a distribution of static current in a conductive medium 

of volume V may be written as 

B(r) = km fv V'"i:~xr't') dv' (3.3.10) 

where E(r') and a-(r') are the variation of the electric field and the conductivity 

through the medium respectively, and km is the ratio of the permeability µ 0 of free 

space to 4,r. This modified form of the Biot-Savart law was derived by Edwards, Lee 

and Nabighian (1978). It is used extensively to compute MMR responses. 

In our problem, the gradient of the conductivity vanishes everywhere except on 

the surfaces of the sea and on the two faces and four edges of the plate. The integral for 

the magnetic field is easily evaluated provided one precaution is taken. The zeroth­

order contribution to the magnetic field at a field point P(x, y, z) from the face of 

the plate looking in the positive x-direction is opposite in sign to the contribution 

from the other face. Consequently, the sum of the effects from the two faces should 

be obtained as a Taylor series expansion, which is the negative of the derivative of 

expression (3.3.10) w.r.t. the field coordinate x multiplied by the true thickness r of 

the plate. The thickness r appears in the analysis only through the conductance S or 

in terms like r / p which are small compared with S and are subsequently neglected. 

For many purposes, a su.fficiently accurate representation of the magnetic field 

may be obtained by combining the two distributed current dipoles associated with 

a given rectangle into two infinitessimal current dipoles, of the same total moments, 

located at the centre of that rectangle, i.e. at points like Q(yi, Zj). Under this ap­

proximation, the magnetic fields the dipoles produce are very easily evaluated, by 

representing the dipoles by the line currents and current elements which generate the 

same magnetic field on the sea floor. The elementary currents for the simplification p1 

large compared with Po are shown in Figure 3.3.3. The computations are elementary 
applications of the Biot-Savart law. 

For a current di pole of moment my equal to I dy located at the point Q(yi, Zj) and 



1/llllil/llll/ll//llll//li 

t 1-I dz I 
~ +[ 

1///7//1//1//// //////Ill, 

I 
• 4 • 

•I -I 
-dy-

- 34 -

-

(0) 

<b) 

f1 

mmrn 

rf .P 

CO CO 

I I 

1/117/l/ll/l/l//117/1/111, 

I 
1 4 1 

.P 

Figure 3.3.3: The buried vertical (a) and horizontal (b) current 
bipoles and the line current elerrents which generate 
the sarre magnetic field at the l:::ottom of the sea. 



- 35 -

directed in the positive y-direction, the magnetic components at the point P(z, y, z) 

due the dipole itself are 

B'"'( ) L (. ')[z-z;l s z, 11, z = ,çm my i, J r3 ; 

B:"'(z, 11, z) = O; 

B!d(z,y,z) --k.,m,(i,J1[,: ], 

where the length r is given by r2 = z2 + (11 - 11,)2 + (z - z;)2 . 

(3.3.11) 

(3.3.12) 

(3.3.13) 

The additional components caused by the discontinuity in conductivity at the 

sea fl.oor, or alternatively the contributions from the equivalent line currents in the 

upper half-space, are 

B!'(z, y, z) = -k.,m,(i,j){[ 1 - z ~ z; ][ z• - (~• - r,)' ]-[(y -v~r.t + z;) ]p.3.14) 

, s:'(z, Y, z) = -k.,m,(i,j){[ 1 - z ~ z; ][2z(ut; v,)] + [ z(v -:;!t + z;lj}; (3.3.15) 

B!•(z, 11, z) = 0, (3.3.16) 

where the lengths s and t are given by_ s2 = t2 + (z + z;)2 and t2 = z2 + (y - y,)2 

respectively. 

and 

The corresponding components for a z-directed dipole are more simple, they are 

Bs"( ) k (. ')[" - "•] s z,11,z = - mms i,J ,a ; 

B;"(z,v,z) . k.,m,(i,11[;.} 

B!"-(z, y, z) = 0, 

Bs•( ) k (. ')[" - 'Ji] s z I y' z = - mm; i' J ,a ; 

B;'(z, y, z) . k.,m,(i, il[:.]; 
B!•(z, y, z) = O. 

(3.3.17) 

(3.3.18) 

(3.3.19) 

(3.3.20) 

(3.3.21) 

(3.3.22) 
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9 . ..1: The electromagnetic MOSES reapon8e of a conductive, circular di8c. 

The perturbation of current flow by a th.ree dimensional body at the static limit 

is readily computed. The complete quasi-static electromagnetic problem is not as 

straightforward. A conductive body in.fluenced by a time varying electromagnetic field 

not only channels an impressed electric current but also responds to a magnetic field 

normal toits surface. A vortex current is set up within the body. Both the vortex and 

channelled currents generate secondary magnetic fields, and these fields interact with 

one another. The complete electromagnetic solution has to include the interaction 

terms, which makes the mathematics quite complicated, even for simple geometry. 

A common simplification of the problem is to drop out the current channelling 

e.ffect, a valid move provided the host medium is very resistive. Such an approximation 

for a MOSES bipole source is not possible. Ir the crust is made very resistive, no 

· electromagnetic inducing field is transmitted beneath the sea. The logical alternative 

is to minimise the vortex e.ffect, which is possible only for one type of conductivity 

anomaly - an axi-symmetric, thin conductive lamella whose axis of symmetry coin.ci des 

with axis of the MOSES bipole. Vortex currents are not induced on the surface of the 

lamella as the only component of the magnetic field is, by symmetry, azimuthal and 

parallel to the surface. Since a lamella is in.finitessimal in thickness, vortex current 

flow in a section through the lamella is negligible. 

The simplest axi-symmetric lamella is the dise. Figure ~.4.1 shows a dise, radius 

a, conductivity-thickness product S, lying in the plane z = h immediately beneath 

the MOSES bipole. The uniform resistivity of the crust is p1 . The dise is divided up 

into infinitessimal concentric rings of radius a and thickness d8 . A current J( a) enters 

the ring along its inside edge and leaves along its outside edge. The radial surface 

current in the ring due to the fl.ow is J( a )/21rs . It is the total surface current because 

the dise · has infinitessimal thickness so that the contribution to the total current 

from an.y source outside the dise is itself infinitessimal. It follows that the total radial 

electric field within the ring is J( 'a )/21raS. The integral equation is formed by equating 

this interna! tangential electric field to the corresponding external electric field at the 

surface of the dise . The latter is simply expressed as a sum of the external field of the 

dipole distribution and the field of the exciting point source. 

The azimuthal component of the magnetic field due the ring current dipole may 

be evaluated trivially by Amperes Circuital Law on the plane z = h- immediately 
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above'the dise. Fors < r < s + ds, the component is 

B(r; h-) = µJ(s)/41rs 1 (3.4.1) 

while for all other values of r, 

(3.4.2) 

The Hankel transform (3.1.6) of the component is 

(3.4.3) 

Expression (3.4.3) may be multiplied by the continuation operator exp(-81 ( h - z)) to 

obtain the form of the dipole field in the region O < z < h. The complete solution 

in transform domain. has also to include the effect of the sea layer. A general solution 

with coefficients obtained by solving the boundary value problem has to be added to 

the current dipole field. The final result is 

B(À; z) = (µJ(s) da/ 4,r)[exp(-81 (h - z)) + R exp(-81(h + z))]J1 (Às), (3.4.4) 

where the refl.ection coefficient R is given by 

(3.4.5) _ 

Let P(r) be a test point on the surface of the dise. The external radial electric 

field E:(r) at P due to the ring dipole is obtained by differentiating expression (3.4.4) 

according to (3.1.14), setting z to the value h and taking the inverse transform 
according to (3.1.7). It is 

(3.4.6) _ 

and the field of ail such rings is 
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The external radial electric field at the point P(r) due to the MOSES source 

current bipole is 

E:(,) = (pifµ) J."" e, ÀB"(À; 0) exp(-01 h) J, (Àr) d~, (3.4.8) 

· where >.B•(>.; 0) is as in expression (3.1.18) with Z1 = P181. 

The total external field is the sum of the fields given in (3.4.7) and (3.4.8). 

The integral equation can now be f ormed by equating the internai and external 

tangential components of the electric field at P . It is 

J(r)/2-;rrS = E;(r) + E~(r). (3.4.9) 

For a dise of finite radius a , no analytic solution of the integral equation exists. 

The equation may be solved numerically by the method of subsections. The dise is 

divided into N rings of finite thickness A equal to a/ N. The radius of the centre of 

the i th ring is Bi. On a physical basis, the total radial current J( Bi) , rather than the 

local radial electric field, is selected to be constant over the width of the i th ring. The 

integral equation in discrete form for a set of N test points r; is 

N 

J(r;)/2-;rr;S = E;(r;) + L J(sï)H(i,j), (3.4.10) 
i-1 

where the Green's function H(i, j) is given by 

1.00 1.•1+il./2 
H(i,i) = -(pi/4-;r) J1(>.s)ds81>.[1-Rexp(-201h)]J1(>.r;)d>. (3.4.11) 

0 .,-t:J../2 

Evaluation of the Green's function proceecis by first integrating out the dependence 

an s , which is a trivial task. The remaining Bessel integrals are integrated using the 

technique of Chave (1985). Finally, equation (3.4 .10) is written as a matrix equation 

and solved. The solution is stable for all values of S , even for the case of a perf ectly 

conductive dise. Other integral equatièns often yield inaccurate answers at this limit. 

The computation of the anomalous magnetic component on the sea floor is a 

summation over the current dipoles. A reasonable approximation is the assumption 

that bath the radial current J( s) and the distance 8 are constant over the fini te ring 

width A. Then, the component is 
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B(r; 0) = (µA/ 4,r) f, J( a,) J.00 

À[l + R] exp(-01 h) J1 (Àa;)J1 (Àr) dÀ. 
i-1 O 

(3.4.12) 

The Hankel transform in (3.4.12) may be evaluated by any of the common convolution 

filter methods. 
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"-. Numerical modelling and experimental design 

The results presented in this section are highlights of ongoing research of the 

author and his students. Many of the ideas are in the process of being published 

separately. More detailed information can be provided by the author on request. 

,l..1: Analyaia of an electrical log: macro-aniaotropy 

Through the courtesy of the Sohio Petroleum Company, a number of reliable deep 

induction logs of Arctic drill holes were obtained. All the logs showed the occurrence 

of permafrost in its various grades. A more detailed analysis of one of the logs is 

presented here to illustrate the importance of the phenomenon of macro-anisotropy. 

The Sag Delta 3 well was drilled from an artificial island in two metres of water off 

the Sagavanirktok River Delta. A non-aliassed form of the deep induction resistivity 

variation with depth from the well is reproduced in Figures 4.1.la, 4.1.lc, 4.1.le and 

4.1.lg as the highly irreg_ular, dashed curve. Notice the great range of resistivity 

values, from a low of less 1 Om to a high in excess of 300 Om. Notice also the wild 

excursions that occur in the depth range 230 to 500 f eet. At first it was believed 

that these excursions were a figment of the drilling process, the local destruction of a 

permafrost zone by warm drilling fluid. However, a questioning of the staff of Sohio 

revealed that this is not the case. The log is a true representation of the variation of 

rock resistivity with depth. The zone is a zone of soft, partially-bonded permafrost 

typical of the area. The log shows two zones of harder permafrost around 575 feet and 

at a depth greater than 800 feet. The latter zone extends to 1400 feet (not shown). 

Data collected with an electrical method at the surface of the earth clearly does 

not have the same resolving power as data collected down-hole. The inverted resistivity 

profile is a smoothed version of the down-hole log. The degree of smoothing is a 

complicated function of the electrical method, the profile, the depth, the type of model 

and the errors of measurement. For a given data set and profile, standard techniques 

are available to determine resolving kernels about a given depth. And, in general, 

there is a trade-off between accuracy of estimation of resistivity within a given zone 

and resolution. 

To some extent, the effects of finite resolution can be simulated by filtering the 

down-hole log with a window whose width is prescribed and increases with depth. 

------- ---·-
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Figures 4 .l.la to 4 .l.lh 
are in the !?C)Cket at the 

end of the report. 
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The filtering has to be done with care. The quantities that should be averaged depend 

on the electrical method employed. For the electromagnetic methods, like the large­

loop, transient method or the magnetotelluric method, it is the average admittance 

(expression 2.3.1) over the window that is required. The resistivity method sees the 

mean resistivity (expression 2.3.4), while the MOSES technique sees both the average 

admittance and the average impedance (expression 2.3.2). In general, the horizontal 

and vertical resistivities will not be the same and the process of averaging will cause 

macro-anisotropy to appear. The magnitude of the anisotropy for a section containing 

permafrost is very large. 

Two kinds of distinct inverse methods are available to the interpreter. There 

is inversion to a continuous variation of resistivity with depth, and inversion to a 

layered medium. Simulated inversions of the first kind are shown in Figures 4.1.la 

and 4.1.lc respectively. The downhole logis smoothed by a window whose equivalent 

width is 10 and 20 percent of the depth respectively. Three curves are shown on each 

figure. They are the vertical, geometric mean and horizontal averaged resistivities 

respectively. On a logarithm.ic plot, the geometric mean resistivity appears to pass 

through the original data, while the upper vertical and lower horizontal resistivity 

curves appear to emphasise the resistive and conductive zones respectively. 

The macro-anisotropy generated by the filtering process is plotted in Figures 

4.1.lb and 4.1.ld respectively. The anisotropy seems to be caused by two relatively 

distinct effects, small scale resistivity excursions within a given zone and interfaces 

between frozen and unfrozen ground. The latter effect causes the largest anisotropies, 

which suggested to us a method of identifying interfaces from a continuous inversion. 

It is worth mentioning again the effect of anisotropy on a resistivity inversion is to 

change the depth scale by the value of the indeterminate anisotropy. Clearly, inversion 

of resistivity data collected over ground containing discrete zones of permafrost to a 

continuous resistivity profile is a hazardous exercise. 

The filter ing procedure generates smaller anisotropies if the model is layered. 

The results of averaging over suitably chosen layers are shown in Figures 4.1.le to 

4.1. lh respectively. As the number layers is increased and the depths to the interfaces 

between them are optimised, the overall anisotropy decreases. A scheme r or inverting 

to a layered model has been devised which minimises the overall anisotropy. 

There remains one open question from a study of the log. Is it possible to identify 

------------- ·-···· .. - - . V" 
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the grade of permafrost by the magnitude of the anisotropy? Is it certainly safe to 

conclude that hard permafrost exhibits only a small anisotropy. Whether the larger 

values of anisotropy at shallow depths can always be correlated with soft permafrost 

is a matter for further study. 

.l,.H: Forward one-dimeruional modelling 

The theory presented in section 3.1 has been implemented as a computer agorithm 

so that the MOSES response of a layered earth may be calculated. The response of 

a given model is preseiited as a group of three curves - magnetic field amplitude, 

apparent resistivity and magnetic fi_eld phase. Edwards et al. (1984) derived an ap­

parent resistivity formula as an elementary aid in the interpretation of MOSES data. 

Traditionally, such a formulais a function of the actual field measurements multiplied 

by a numerical factor derived for the special case when the ground volume studied is 

homogeneous and isotropie. For MOSES, no simple formula exists which is valid over a 

wide range of mode! parameters. However, an asymptotic expansion of the theoretical 

response of a uniform zone beneath the sea does give a formula which may be used 

to transform field data into a demain where they may be compared with model type 

curves for the whole range of mode! parameters we encounter. The formula for the 

apparent resistivity p4 is 

Pa= poµld/41rr2 B, (4.2 .1) 

where p0 , µ 1 I, d, r and B are the resistivity of sea water, the permeability of free space, 

the bipole current, the depth of the sea, the transmitter-receiver separation and the 

magnitude of the azimuthal magnetic component respectively. The expression reduces 

to the resistivity of a half-space beneath the sea ·only when the contrast in resistivity 

between the se~ water and the sea floor is large, when the separation ris greater than 

the depth d and when the frequency tends to zero. A further constraint is that the 

integrated conductance of the sea layer has to be large compared with the product of 

the half-space conductivity and the separation. 

The first set of curves presented, Mode! 11 is the very simple case of the uniform 

half-space response. The sea layer thickness is selected as 50 m, typical of the Beaufort 

Sea, and the resistivities of the sea and the material beneath are .3 and 3 Om 

respectively. -The latter resistivity is typical of an unfrozen sedimentary zone. 

The magnetic field amplitude curves shown in Figure 4.2.la for the range of 

1 
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frequencies 0.1 < f < 10. Hz are characteristic MOSES half-space responses. For 
separations r less than and greater than depth d, the power law behaviour is r-1 

and r-2 respectively. At separations of obout 1 km the inverse power law exponent 

increases due to both induction effects and the violation of the last condition given 

above for the validity of the apparent resistivity formula. The conductance, i.e. the 

depth, of the sea water is to small to carry the bipole current out to large separations. 

Of particular interest to the designer of an Arctic experiment is the amplitude of the 

field at large distances which is of the order of 1 milligamma per ampere of bipole 

current. 

The apparent resistivity curves of Figure 4.2.lb merely express the deviation of 

the magnetic field from a r-2 behaviour more clearly. The phase curves define the 

useful range of frequencies for the designer, and indicate that .1 Hz is the static limit 

whereas 10 Hz produces very significant phase rotations at the larger separations. 

The second model, Model 2, differs from model 1 in that the the depth of the 

sea has been increased form 50 to 100 m. The calculated magnetic field amplitudes, 

Figure 4.2.2a, are twice those of Figure 4.2.la for intermediate values of r and a factor 

of 3 or 4 greater at the largest values of r shown. Clearly, an Arctic experiment should 
be conducted in deep water if possible. 

The final model, Model 3, is included to demonstrate the detection of a 10 Om 

resistive zone within a 3 Om background. The latter could be near-surface, soft 

permafrost. The frequency was selected as 1 Hz. Notice the clear effect on the type 

curves, Figures 4.2.3a and 4.2.3b, of the intermediate layer. Notice that the type curve 

for a layer 200 m thick returns to the normal type curve by a separation of 1 Km, 

implying that a sounding to this separation could resolve both the upper and lower 

interfaces. While sets of curves like these can suggest to the designer of an experiment 

that a parameter like layer thickness is resolved, they do not prove that fact. The 

p·roblem is the non-uniqueness of electromagnetic data, and the whole question of 

resolution must be be addressed more formally. 

4.3: Eigenparameter atatiatica.J analyaia 

The investigation of the resolution by a given data set of a mode! parameter 

has to address a fondamental question of uniqueness. When one parameter of a 

mode! is changed, a change will be observed in the mode! type curve which passes 

through the data. If a certain parameter change moves the type curve, on average, 
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just ·outside the errors on the data, it is tempting to state that the parameter 1s 

resolved to an accuracy which depends simply on size of this change. Unfortuneately, 

the way in which the type curve is displaced need not be unique, and varying the 

value of a di.fferent mode! parameter1 or the values of a particular group of mode! 

parameters, sometimes produces a very similar displacement. In such a case, one 

can not argue that the fi.rst model parameter is resolved by the data even though 

varying it does significantly alter the form of the type curve. The problem of this 

type of parameter intercorrelation is avoided by a technique known as eigenparameter 

statistical analysis. The method provides a very clear I unambiguous set of statements 

for the interpreter, or the designer1 of an experiment as to what parts of his model 

are determined by real or synthetic data respectively. Further, if experimental or 

estimated errors are assigned to the data, the method provides a simple scheme for 

assessing the errors in the mode!. 

Let a given model have parameters P;,j = l 1 N. The P; are the thicknesses, 

resistivities and coefficients of anisotropy of the layered mode!. Let the data set, either 

an experimental or a synthetic one1 from which the mode} is determined be Yi1 i = 
1, M, and let the measured or assigned errors on the data be ei, i = 11 M . 

For a small variation dP; in a parameter P;, the expected changes dYi in the 

data set Yi are given by the first term of Taylor's series as 

or, in matrix notation, 

N 

dY; = L Ai;dP;, 
;-1 

dY=AdP, 

(4.3.1) 

(4.3.2) 

where each coefficient Ai; is simply a measure of the sensitivity of datum Yi to a 

change in parameter P;, or the partial derivative 8Yd a P;. These derivatives may be 

found either analytically or numerically from the forward solution given the physics 

of the problem. 

Expressions ( 4.3.1) and ( 4.3.2) clearly display the problem of non-uniqueness. 

A given change in a datum can be produced by changing an.y one of the model 

parameters provided the associated A.-; is non vanishing. However, it is possible to 

choose linear combinations dP• of the parameter changes dP and corresponding 

3 
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linear combinations dY- of the data changes dY such that expressions ( 4.3.1) and 

( 4.3.2) are greatly simplified. The process of finding these combinations is through 

Singular Value Decomposition (SVD) of the matrix A. Standard software exists to 

write A as 

A=UX L xvT. 

The matrices U and V have the property that 

uTU=VTV=VVT = 1 
' 

and the matrix L is diagonal. If dY- and dP• are defined by the equations 

dr =UT dY, 

and 

dP• =VT dP, . 

then equation ( 4.3.2) may be written as 

dY- =LdP•. 

(4.3.3) 

(4.3.4) 

(4.3.5) 

(4.3.6) 

(4.3.7) 

Only one set of weights U and V permits this simplification. The matrix L con.tains 

the eigenvalues of A. The vectors dP• and dY• are termed eigenparameters and 

eigendata respectively. Each eigendatum is related to a corresponding eigenparameter 

and only that eigenparameter through the equation 

dYi = L;;dPi, 1 < j < N. (4.3.8) 

The problem of parameter intercorrelation is clearly avoided if parameter resolution 

and errer assessment are considered in terms of these eigensolutions. 

The error in each eigenparameter is expressed very simply in terms of the above 

analysis provided each datum of the data set has an independent standard errer 

estimate e of unity. Expression ( 4.3.5) is a relation.ship between small changes in the 

original data and small changes in the eigendata. The same set ~f weights must relate 

the errors in the two data types, so that 
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M 

ei = L U;ie; ~ 
;-1 

The covariance, or mean product, of the errors e; and e; is 

M M 
cov(ei, ei) = ê(e; , ei) = L L U;ïUur.ê(e;, ek), 

;--1 l:-1 

(4.3.9) 

(4.3.10) 

where ê is the expectation value operator. The original data errors are independent 

and of unit variance. Hence, their covariance is simply given by 

l(e;, e1;) = é;i­

Equation ( 4.3.10) reduces first to 

and then to 

M 

cov(ei, ei) = L U;iUt;, 
;-1 

cov(e1, ei) = Dit, 

(4.3.11) 

(4.3.12) 

(4.3.13) 

because the rows of the matrix uT are orthonormal vectors. Equation (4 .3.13) shows 

that the standard errors in the eigendata are also independent and also have a value 

of unity. Now any small change in an eigendatu.m is related to a corresponding small 

change in an eigenparameter by equation ( 4.3.8). Hence, the standard error in an 

eigenparameter is just the reciprocal of the corresponding eigenvalue - a remarkably 

simple result. 

Each element 8Yi/8Pi of the Jacobian matrix A is scaled in two ways before 
SVD is undertaken. It is divided by ei. This has the effect of rescaling the units in 

which datum Yi is measured so that its standard error is unity, as required by the 

theory. The element is also multiplied by Pi. This has the e:ffect of redefining the 

parameter P; as log Pi, because 

P;8Yï/8Pi = 8Yïf8(logP;). ( 4.'3.14) 

1 
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The whole procedure of eigenparameter analysis clearly has very limited appeal 

if the eigenparameters cannot be identified as representing physically understandable 

combinations of the original model parameters. The use of logarithmic scaling of the 

mode! parameters makes this identification much like dimensional analysis. As an 

example, consider the model of a layer of resistivity p1 and thickness h1 over a half­

space of resistivity p2. A change in Pi 1 one of the three possible eigenparameters, is 

related to changes in the model parameters by 

dPi = Vi1 d(log P1) + ½1 d(log h1) + Va1 d(log P2). (4.3.15) 

The weights Vi1, V21 and Va1 are normalised by the SVD analysis so that the sum 

of their squares is unity. The physical interpretation of the eigenparameter may be 

deduced as 

PV.uhVupVu 
1 1 2 · (4.3.16) 

If the conductivity-thickness product of the layer is the 'physical interpretation' 

of the eigenparameter, then V11 = -V~u = .707 and Va1 = O. Also1 the standard 
error in the eigenparameter is the standard error in the logarithm of the conductivity­

thickness product or, equivalently, the fraction.al standard error in the conductivity­
thickness product itself. 

The relationship between the fractional standard error in a given mode! parameter 

and the standard errors in the eigenparameters is obtained by inverting equation 

(4.3.6), having noted from equation (4.3.4) that the inverse of matrix yT is just 

matrix V. A coarse upper bound on the fractional standard error in the thick­

ness h1 in the example is given by 

(4.3.17) 

where Lu, Ui2 and L33 are the eigenvalues of the J acobian. A fractional error in a 
mode! parameter may only be computed in this manner provided it is small compared 

with unity because the theory described is only valid for small changes, that is to fi.rst 

order. If the standard error in the parameter is predicted as being much Iarger than 

unity, due f-or example ta a non-zero weight being divided by a small eigenvalue, then 

a different technique has to be adopted to find the true error bound. 
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,1..,1.: Mode/ reaolution, hypotheaia teating 

In this section, the capablity of the MOSES method of resolving the parameters 

of a given mode} is investigated. For each investigation, the starting point is a layered 

model of the ground. A set of synthetic MOSES responses is next computed for a 

reasonable survey ov.er the area. The responses are assigned reasonable errors1 based 

on experience. The result is a set of synthetic data. 

An inverse analysis, using parameter eigenvector statistics is perf ormed. The 

analysis will show how well the model parameters are constrained by the data. Some 

combinations of parameters will be well determined, some poorly. In other words, 

the model in total is rarely completely defined by the data set. It is particularly 

important in real data inversion to convey to the interpreter the nature of the un­

determined parameter combinations. The mode} can be altered in these directions 

without influencing the àata. Consequently, if the interpreter has a hypothesis that 

the real earth is somewhat different from the inverted model, then he can try to alter 

the inverted model towards the hypothetical model by changing the undetermined 

~ parameters. In many1 many cases electrical data and geological data can be made 

consistent by this simple exercise. 

Another game that can be played is to fix certain parameters in the model1 based 

on a priori knowledge, and then_ examine whether the remainder are determined. 

The eigenparameter statistics are displayed in tables. The eigenparameters are 

ranked from top to bottom in order of decreasing eigenvalue, increasing standard 

errer. Each coefficient in a row is the weight with which the logarithm of each model 

parameter is included in the combination of parameters f orming the eigenparameter. 

The interpretation of the eigenparameter is included under 'physics', while the stan­

dard error is the last entry in the row. 

The first mode! is the elementary half-space, Model 1 of section 4.2. The anisotropy 

of the half-space is assumed to be unity. The set of synthetic apparent resistivity 

data at the low-frequency static limit is displayed in Figure 4.4.la. There are 7 
data points with a constant, conservative percentage error of 10 per cent . We will 

allow the model to have two free parameters, mean resistivity PÏ and anisotropy 

fi. The eigenanalysis is shown in Table 4.4.la. The eigenparameters are just the 

two free parameters1 a very special case. The resistivity has a standard errer of 

5 per cent. The anisotropy has a standard error right outside the linear range, 

. ' 
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LAYER 1 LAYER 2 LAYER 3 
m m m PHYSICS p* 6.p, ~f, ~h, ~P2 ~f2 ~h2 ~P3 ~f3 --

p[" t, h, P2 f2 h2 P'; f3 

1 1.00 0.00 Resisti vi ty L1 

2 0.00 1.00 Anisotropy L1 
.. 

3 
4 
5 
6 
7 
8 

Table 4.4.la M:x:iel 1 - the pararreter eigenvector analysis at the low-
frequency, static li.mit based on apparent 
resistivity data. 

STD. 
ERR. 

a.os 
31.00 } 
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LAYER 1 LAYER 2 LAYER 3 
m 6p, ~f, ~h, 

m 
~P2 ~f2 ~h2 

m 
~P3 ~f3 PHYSICS 

--
P:" f, h, P2 f2 h2 P3 f3 

0.99 0.02 Resistivity Ll 

-0.02 0.99 !Anisotropy Ll 

. . 

Table 4.4.lb: M:del 1 - the pararœter eigenvector analysis at a frequency 
of 3 Hz based on awarent resistivity data. 

LAYER 1 LAYER. 2 LAYER 3 

STD. 
ERR. 

0.05 

0.22 

STD. m m m PHYSICS p* 6p, ~f, ~h, ~P2 ~f2 ~h2 ~P3 ~f3 ERR. -P:" t, h, P2 f2 h2 Pft f3 

1 

2 
3 
4 
5 
6 
7 
8 

0.87 0.49 
) 

-0.49 0.87 ) Mixed 
) 

Table 4.4.lc: M:xiel 1 - the pararreter eigenvector analysis at a frequency 
of 3 Hz ba.sed on .toth apparent resistivity and 
phase data. 
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LAYER 1 LAYER 2 LAYER 3 
m ~p, ~f, ~h, 

m 
~P2 ~f2 ~h2 

m 
~P3 ~f3 PHYSICS 

- - -
P:" t, h, Pf/.' f2 h2 P3 f3 . 

0.25 -0.92 -0~27 Resistivity L2 

-0.87 -0.10 -0.48 ) 
) Mixed 

0.41 0.36 -0.83 ) 

Table 4. 4. 2a: MJdel 3 - the pararœter eigenvector analyses at the low­
frequency, static limit based on apparent 
resistivity data. 

LAYER 1 LAYER 2 LAYER 3 
m m m PHYSICS p* ~p, ~f, ~h, ~P2 ~f2 ~h2 ~p3 ~f3 -P:" f, h, Pf/.' f2 h2 P3 f3 

1 0.18 -0.64 -0.74 -0.01 Vertical Res. L2 

2 -0.60 -0.58 0.36 -0.41 ) Mixed 

3 0.73 -0.42 0.54 
) 

-0.01 ) 

4 -0.26 -0.27 0.16 0.91 Thickness L2 

5 
6 
7 
8 

Table 4.4.2b: MJdel 3 - the pararœter eigenvector analyses at a frequency 
of 15 Hz based on apparent-resistivity and phase 
data. 

STD. 
ERR. 

0.07 

0.16 

0.44 

STD. 
ERR. 

0.02 

0.07 
0.12 

0.28 
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3100 per cent. The result is exactly the expected one. At the de, static limit electri­

cal methods cannot resolve anisotropy. The interpreter has complete freedom to 

vary the undetermined anisotropy to conf orm with geological information. 

A second set of data, apparent resistivity and phase at 3 Hz, is shown in Figures 

4.4·,tb and 4.4.lc. The phase data have standard errors of 3 degrees. The eigenanalysis 

of the apparent resistivity1 essentially amplitude, data alone yields the results in Table 

4.4.lb. The eigenparameters are virtually the same as those in Table 4.1. la, but the 

error in the anisotropy has been reduced to 22 per cent. The eigenanalysis of the total 

data set is shown in Table 4.4.lc. The eigenparameters are now mixed1 but still mostly 

resistivity and anisotropy, and the largest error has been reduced to 8 per cent. The 

use of phase data to measure anisotropy was suggested by Edwards et al. (1985) . The 

results here con.firm their analysis. 

The second model is described in section 4.2 as Model 3. The thickness of the 

second layer is fixed at 100 m. All anisotropies are assumed to be unity. A de, static, 

apparent resistivity syn~hetic data set is shown in Figure 4.4.2a. In analysing these 

data, we shall assume that we have been told by a client that we are looking for a 

layer of permafrost within a uniform half-space of known resistivity. The object of 

the survey will be to find the depth to the top and thickness of the permafrost and 

to obtain its physical properties. The eigenanalysis is shown in Table 4.4.2a. The best 

determined eigenparameter is the resistivity of the layer, standard error 7 per cent. 

AU three unknowns are determined to at worst 44 percent. Clearly1 the message here 

is that 10 per cent errors are not good enough! 

A data set of both apparent resistivity and phase is shown in Figures 4.4.2b and 

4.4.2c. The addition of the phase data enables us to release the anisotropy of the 

intermediate zone as a free parameter. The eigenanalysis is shown in Table 4.4.2b. All 

parameters are determined to better than 28 per cent. The designer of an experiment 

should recommend data collection to an accuracy of about 2 degrees in phase and 2 

per cent in amplitude to resolve the layer and hopefully satisfy the client. 

The computer software written for these analyses is quite general and can be 
adapted for any geophysical method. 

,1..5 Three dimemional modelling 

Severa} computer programmes were written implementing the theory of the 

MOSES response of thin lamellae described in sections 3.4 and 3.5. The first mode[ 

,, 
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is a thin horizontal plate located in a half-space beneath the sea in the vicinity of a 

MOSES bipole as shown in Figures 4.5.1 and 4·.5.2. The resistivity of the half-space 

is assumed to be ten times that of the sea and the plate is a perfect conductor. The 

static limit of frequency is assumed. A set of apparent resistivity profiles AA' across 

the plate is shown in Figure 4.5.3. The plate is clearly detected provided its depth is 

less than about one third its size. The response of a plate of finite conductance will 

be less than the response shown by approximately the factor a/(1 + a) where a is the 

dimensionless chan.nelling number, the product of the conductance of the platé and 

the half-space resistivity divided by the length of the plate. 

The corresponding figures for a vertical plate are Figures 4.5.4, 4.5.5 and 4.5.6. 

The software used to generate these results is also very :flexible. Any number of fiat 

or bent plates may be modelled. 

The MOSES electromagnetic response of a horizontal dise co-axial with the 

MOSES bipole has also been programmed. Results are shown for sea layer thickness 

50 m, resistivity .3 n m overlying a half-space of resistivity 3 n m. The dise was 

located 50 m beneath the sea floor. It was assumed to have a variable radius in the 

range 100 to 400 m and perf ect conductance. The frequency of operation was selected 

as 3 Hz. 

One of the major problems in numerical modelling is obtaining independent 

confirmation of the accuracy of results. It goes without saying that ail our software 

is checked very thoroughly! A common ·scheme is to compare numerical results with 

analytic or closed form expressions. In the case of the dise, which is a layer of finite 

lateral extent, the radial current in it was compared with the radial current in a 

full layer, which can be written in closed form. Such a comparison of the in-phase 

and quadrature currents for a dise of radius 200 m is shown in Figure 4.5.7. The 

coïncidence of the curves at radial distances small compared with 200 m is very good. 

At larger distances, the dise current decreases as it leaks out into the surrounding 

medium. 

The apparent resistivities along a radial profile outward from the bipole is shown 

in Figure 4.5.8. The edge of the dise is clearly identified provided its radius is greater 

than about twice its depth. The corresponding phase curves shown in Figure 4.5.9 

are a disappointment. There is no real effect of the dise at all! However, the reader 

should recall that the problem is pu~ely a current channelling problem. The current 
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Figure 4. 5. 7: The in phase and quadrature currents collected 
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currents collected by a dise of infinite radius 
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gathered locally by the dise has the phase of the local current in the host medium. The 

magnitude of the current at any point in the medium will therefore change when the 

dise is present, but its phase will not. This seems to be a sufficient condition to make 

the phase of the magnetic field at the bottom of the sea, in turn, almost independent 

of whether the dise is present or not. 
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6. Research proposai and budget 

The influx of funding from DEMR over the past year has enabled our group to 

take many cautiou.s steps towards a full MOSES experiment in the Arctic, specifically 

north of Tuktoyaktuk in the Beaufort Sea. The purpose of this proposa! is to obtain 

support for one further year only, so that a field trial can take place in the spring of 

1986. 

The proposed methodology is a little different from that descr ibed in previous 

publications (Edwards et al., 1985; Nobes et al., 1985). Because the availability to us 

of ship time in the Arctic is poor, we propose to operate on the sea ice which forms 

annually on the Beaufort Sea. Optimisation of signal strength requires a sea depth 

in excess of 50 m. The target will be selected in consultation with experts in local 

geology and should lie within 300 m of the bottom of the sea. 

Even though we will have access to the equipment at all times, the fundamental 

automatic nature of the experiment will be retained. The transmitter and receiver will 

both be computer controlled and pre-programmed. In theory at least the packages 

which contain cold-sensitive electronic appartus can consequently remain sealed against 

the elements for an extended period. 

The concept of !CE-MOSES is shown in Figure 5.1. At the start of an experiment, 

the two computer modules which control the transmitter and the receiver respectively 

are programmed with operating frequencies, measurement times, stacking intervals, 

etc., and their crystal interrupt clocks are synchronized to provide a phase ref erence. 

The units are insulated and sealed and the equipment is transported to the field site. 

A single hole about 3" in diameter is drilled through the ice for the transmitter bipale. 

It is important to have a vertical bipale, and a :flexible light cable tends to be de:flected 

by sea currents. A better scheme may be to form the bipale by threading a robust, 

light, insulated wire through a number of short drill rod sections. The disassembled 

bipole, in the form of a bundle of rods, could be easily transported. A small A-frame 

would be required t? aid reassembly of the bipole at a subsequent site . 

The electrodes at the end of the bipole are stainless steel tubes about 2 feet 

long. The bipale and lower electrode assembly, and the upper electrode are connected 

independently to the transmit ter. The latter is a constant voltage device, well tested 
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Figure 5.2: The new M:SFS b.o-a:mp:)nent sensor. 
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over a period of_ five yea:rs. It requires a 3-4 KW auxiliary generator and puts out 

about 12 A. The local computer controls the frequency of operation. It also monitors, 

staclcs and records the output current and voltage so that the exact wavef orms for a 

corresponding magnetic field measurement are known. 

· For an electrical depth sounding, a series of magnetic field measurements must 

be made at about 10 sites located at progressively increasing range from the bipole1 

to a maximum range of the order of 1 Km. The magnetic field sensor is sketched in 

Figure 5.2. It consists of two iron-cored coils, to sen.se two orthogonal components of 

the magnetic field. Each coil has its own battery powered pre-ampli.fier. On the sea 

floor, the coils form two sides of a square, horizontal frame. The signais recorded in 

the two horizontal, orthogonal directions are added vectorially to obtain the required 

azimuthal magnetic component. The exact orientation of the frame in the horizontal 

plane does not need to be known. The square frame is pin-jointed so that it can alter 

its shape and become a thin parallelogram capable of passing through a 3" diameter 

hole drilled in the ice. 

The sensor is connected toits local computer which is identical to the comput-er 

controlling the transmitter. The computer stacJcs and records the two componets of 

the horizontal magnetic field. Stacking times depend on the signal frequency and the 

signal to nois~ ratio. The final piece of apparatus at the receiver site is a light winch 

to recover the sensor. No auxiliary generator is required. 

All of the appartus described above including the computer hardware and software 

is to hand or can be borrowed, with one exception - the magnetic field sensor. 

In the course of the past several years similar sensors have been constructed by us, but 

the engineering involved in the sea floor sensor demands a new device. Consequently, 

the cost of our · construction of this item is a major component of the budget. 

The budget part of this document occupies only a few lin.es. We request in 1985 /6 

a sum of $26000 ($20000 net after U of T overhead has been removed) to construct 

and test the new sensor. We request in spring 1986 a sum of $11700 ($9000 net) to pay 

a technician for three months to expedite the project and travel with us to the field. 

In addition we request fun.ding, or the equivalent, for accommodation and complete 

logistic support while in the Arctic (three weeks). The remaining costs estimated to 

be in excess of $50000 will be covered by operating and northern supplement grants 

to the author from NSERCC. 
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