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ABSTRACT 

The gamma distribution is a useful stochastic model for 
linear geographic features such as geological lineaments on air-photos 
or remotely sensed images. 

A method for estimating the parameters of this distribution 
is given utilizing the well known and desirable Method of Maximum Like­
lihood. The simultaneous solution of the two non-linear likelihood 
equations is aided by the fact that one is separable so that the system 
can be reduced to a single non-linear equation. The solution requires 
the use of a series approximation for the logarithrnic derLvative of the 
gamma function, and a computer iterative procedure to determine the 
parameters. 





In studie s of the statistical 
nature of linear features on the Earth's 
sur f ace, it ha s been shown that the 
gamma distribution is an accurate 
model for stream link-~engths (James 
and Krumbein, 1969; Shreve, 1969). 
Crain (1973) has shown that this same 
distribution can be applied in the 
analysis of geotectonic lineaments and 
should be useful in the study of the 
length of linear features on imagery of 
planetary surfaces. The distribution 
has also been applied in seismology 
(Shlien and Toksoz, 1970) and in urban 
geography (Dacey, 1968). 

The desirability of maximum 
likelihood estimates of parameters of 
distributions is well known (Fisher, 
1924), but unfortunately, in this case 
the method leads to non-linear equations, 
one of which involves a function which 
must be approximated by a series 
expansion. For this reason, the use 
of computer computation is almost 
unavoidable. This note gives an out­
line of the method as a practical 
guide to those who wish to make sample 
estimates of these parameters. 

Following the notation of 
Freund (1962), the gamma density 
function is defined as 

g (x; a , S ) 1 a -1 - x/S 
---- X e 

where xis the random variable 

(1) 

and a and S are the two parameters 

The moments of the density about 
the origin are giv en by 

µ ' 
k 

so that µ 1 

(2) 

2 S ( a +l) a 

1 

The mea n and v ariance are thus µ = a S 
and o 2 = aS 2 • The mode o f the density 
is at x = (a -l) S. Standardization is 
customarily done by converting to a 
mean of 1, (as did Shrev e, 1969) by 
div iding by µ . 

By r e placing the moments µk 
Eq. (2) by the samplë moments m'k the 

"method of moments" estimators for a 
and S may be obtained. 

â 
(m,) 2 

1 
m' - (m') 2 

2 1 

These estimators are known to be inef­
ficient (Kendall and Stuart, 1961, vol. 
2, p. 67). 

The maximum likelihood estimators 
seek to maximize 

L( a , S) 
N 
rr g(x1 ; a , S) 
i=l 

or, more conveniently, 

N 
L' (a , S ) I ln g (x . ; a , S) 

i=l l 

-N ln r ( a ) Naln S 

N 
+ (a -1) I ln x. 

i=l l 

N 
1 I X, 

13 l 

i=l 

( 4) 

(5) 



D:i_fferentiating Eq. (5) with respect to 
a and S and equating the results to 
zero gives the likelihood equations 

~ N ln S - Nd lnf( a ) + 
d a 

- Na + - s-

N 
l X, 

i=l l 

~ 

N 
L ln 

i=l 
X, 

l 

0 

a 

(6) 

b 

(Kendall and Stuart, 1961, v ol.2,p.66) 

Substituting the simple equation 6b 
into 6a gives the single non-linear 
equation in a . 

(7) 
lna - d ln f (a ) - ln x+ln x,. O 

d a 

N 
where x L 

i=l 

N 

x . /N 
l 

and ln x L ln xi/N 
i=l 

One of the difficulties in 
solving Eq~l7) is the calculation of the 
second term, the logarithmic derivative 
of the gamma function. A converging 
series expansion is given by Morse and 
Feshback, (1953,p.422) as follows: 

f ( a ) =d lnf ( a ) 
d a 

00 

where o = Q.5772157 (the Euler­
Mascheroni constant) 

A recursion relation allows the range 
of a in Eq. (Blto be kept between O and 
1, for most rapid covergence of the 
series. 

f(a) f( a +l) - l_ 
a 

( 9) 

2 

Since Eq. (B)represents a monotonically 
decreasing alternating series, the 
absolute accuracy of the approximation 
is less than the last term retained, 
(Wylie,1953,p.417) and sois at least 
as good as 1 / N where N is the number of 
terms calculated. In practice, the 
computer calculation of Eq. (B)is ext­
remely rapid so that an N of the order 
of 3000 creates no hardship. 

Having a method to calculate 
f( a ), the next problem is, obviously, 
t o selv e for a the non-linear equation 
(7). There are many techniques avail­
able for the solution of non-linear 
equations (see for example Ralston,1965, 
pp.318-347). The initial guess required 
by most iterative methods is provided 
by the method of moments estimators of 
Eq. (3) 

The simplest solution to Eq, (7) 
is by a "trial and error" iteratiori. 
The maximum likelihood estimators seldom 
differ from the method of moments esti­
mators by more than 30 %. This region 
is then searched incrementally until 
the left-hand side of Eq. (?)changes 
sign, thus confining the solution to 
the region of one increment. This 
region is then subdivided, and the 
result further refined. This procedure 
may be repeated until any desired 
accuracy is obtained. With an a in the 
vicinity of 2 and using 10 subdivisions 
of each region, only four repetitions 
are r~quired to obtain three figure 
accuracy. If considerably more accuracy 
is desired, this method becomes inef­
ficient, and more sophisticated 
iterative techniques should be employed. 
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