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Abstract. Air temperature at northern high latitudes has increased at a higher rate than 

the global mean in the last century and most GCMs projected that this pattern will 

continue. Climate warming can increase summer thaw depth and induce permafrost 

degradation, which may alter the dynamics and functions of northern ecosystems and the 

lifestyles of northern residents. To address these issues, we developed a process-based 

model to simulate permafrost thermal regimes by combining the strength of existing 

permafrost models and land surface process models. Soil temperature and active-layer 

thickness were simulated by solving the heat conduction equation, with the upper 

boundary conditions being determined using the surface energy balance, and the lower 

boundary conditions being defined as the geothermal heat flux. The model integrated the 

effects of climate, vegetation, ground features and hydrological conditions based on 

energy and water transfer in the soil-vegetation-atmosphere system. The model was 

validated against the measurements at four sites in Canada. The simulation results agreed 

with the measurements of energy fluxes, snow depth, soil temperature and thaw depth. 

These results indicate that this physically based model captured the effects of climate, 

vegetation and ground conditions on soil temperature and freezing/thawing dynamics, 

and the model is suitable to investigate the impacts of transient climate change on soil 

thermal regimes and permafrost degradation, and their consequent effects on ecosystem 

dynamics.  

 

Keywords: Model; Soil temperature; Active-layer thickness; Permafrost; Climate 

change. 
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1. Introduction 

Air temperature at northern high latitudes, over the period of instrumental records, has 

increased at a higher rate than the global mean, and most GCMs projected that this 

pattern will continue [Houghton et al., 1996; Zhang et al., 2000; Anisimov, 2001]. As air 

temperature increases, permafrost may warm and thaw, and summer thaw depth may 

increase [Nelson, 2003]. This may change the dynamics and functions of northern 

ecosystems, and release to the atmosphere of a fraction of the large amount of carbon 

stored in the frozen soils, which can further enhance climate warming [Oechel et al., 

1993; Trumbore et al., 1996; Goulden et al., 1998; Serreze et al., 2000; Anisimov et al., 

2001]. Increases in active-layer thickness (ALT) and permafrost degradation may also 

bring about land surface subsidence, which can damage building foundations, roads, and 

pipelines, and impact on the lifestyles of northern residents, who have adapted to the 

permafrost environment over centuries [Anisimov et al., 2001; Nelson et al., 2001; 2002]. 

To address this issue, the Global Terrestrial Network for Permafrost (GTN-P) [Burgess et 

al., 2000] has been established to monitor the responses of permafrost thermal regimes to 

climate change, including changes in active layer thickness and ground temperature 

[Brown et al., 2000]. It is essential, however, to develop dynamic models based on these 

measurements so that we can assess the transient responses of permafrost conditions to 

climate change, including the interactions among soil, vegetation and climate. 

A wide spectrum of models has been developed and applied to quantify the effects of 

climate and its impact on permafrost conditions [Goodrich, 1982; Nelson, 1986; Bonan, 

1989; Smith and Riseborough, 1996; Anisimov and Nelson, 1996; Anisimov et al., 1997; 

Nelson et al., 1997; Romanovsky and Osterkamp, 1997; Smith and Burgess, 1998; 

Malevsky-Malevich, et al., 2001]. One type of models relies on empirical or simplified 

analytical relationships between soil temperature (or thaw depth) and air temperature and 

other variables that are more widely available. For example, Brown [1970] estimated 

mean annual soil temperature from mean annual air temperature in delineating permafrost 

distributions. Romanovsky and Osterkamp [1997] and many others [e.g., Nelson, 1986; 

Bonan, 1989; Nelson et al., 1997] estimated ALT based on accumulated air temperature 

or the degree-day approach. This type of models generally needs less input data and is 
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efficient in calculation, but it cannot be applied to time-dependant analyses (e.g., the 

impacts of transient climate change) because it uses an assumption of stationarity or 

equilibrium without explicitly considering the heat exchange processes [Burn and Smith, 

1993]. Another type of models simulates soil temperature and ALT by solving the heat 

conduction equation, and thus has the potential for transient analyses [e.g., Goodrich, 

1982; Kane et al., 1991; Malevsky-Malevich, et al., 2001]. However, most models of this 

type use air temperature to estimate surface temperature for the upper boundary 

conditions without explicitly considering energy exchange processes, and treat snow 

depth and snow density as inputs. Because the relationship between air temperature and 

soil surface temperature can differ significantly under different soil, vegetation and 

moisture conditions [Chen et al., 1997a; 1997b; Blanken et al., 1998], soil thermal 

regimes can be very different under the same macroclimate conditions [Smith, 1975]. For 

this reason, Anisimov [1989] and Waelbroeck [1993] used simplified approaches of the 

surface energy balance to simulate soil thermal dynamics of permafrost, and consider the 

effects of snowpack and soil moisture. In recent decade, the interactions among soil, 

vegetation and hydrology has been studied intensively and modeled successfully based 

on water and energy transfer in soil-vegetation-atmosphere systems (SVATS) [e.g., 

Sellers et al., 1997; 1986; Verseghy, 1991]. These models were developed mainly to 

provide surface boundaries for GCMs, and generally consider a shallow soil profile. They 

are not suitable for direct applications in simulating permafrost related processes (e.g., 

thawing and freezing, ALT, excess ice and ground subsidence), because these processes 

and their change with time are involved in a much deeper soil profile.  

In this study, we combined the strength of existing permafrost models and SVATS 

models to develop a physically based model of Northern Ecosystem Soil Temperature 

(NEST). We used a process-based approach so that the effects of climate, vegetation, 

ground features and hydrological dynamics can be quantified and integrated based on 

energy and water transfer in the soil-vegetation-atmosphere systems. Details of the model 

are described in Section 2, followed by validation and sensitivity analysis in Section 3. 

Results of applying NEST to a region in western Canada are reported in a companion 

paper [Chen et al., this issue].  
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2. Model Description 

2.1. General structure 

Permafrost, as a special thermal condition of ground, changes spatially and temporally 

with climate and local conditions. Several important features of northern ecosystems are 

closely related with the soil thermal dynamics, and need to be addressed explicitly in the 

model. These features include: thawing and freezing cycles in the top layers underlain by 

frozen layers, unfrozen layers, or a combination of frozen and unfrozen layers, snowpack 

dynamics, organic materials on top of the mineral soils, excess ice in permafrost layers 

and ground subsidence when excess ice melts. Vegetation influences soil thermal 

dynamics by its effects on surface energy and water fluxes and on soil moisture 

conditions. Therefore, we consider soil, vegetation and the atmosphere as an integrated 

system. The vertical profile of heat conduction includes snowpack, forest floor, peat 

layers, mineral soils and bedrock (Figure 1A). We assume these components are 

horizontally uniform within a simulation unit, so that soil thermal dynamics can be 

determined by vertical energy and water fluxes. The top organic layers are considered as 

forest floor. When organic layers are deep (e.g., deeper than 20 cm), organic layers under 

the forest floor are considered as peat layers. Beneath the mineral soils is bedrock, in 

which we assume there is no water flux.  

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 1. A) The components
of the system considered in the
NEST model, and B) energy
fluxes between soil, vegetation
and the atmosphere. L, H, Rs,
Rl and G are the latent heat
flux, sensible heat flux, solar
radiation, long-wave radiation,
and conductive heat flux,
respectively. The subscripts are
to identify these fluxes between
different components (s, c and a
for ground surface, canopy and
the atmosphere, respectively).
G0 is the geothermal flux. 
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  Figure 1B shows the energy fluxes between soil, vegetation, and the atmosphere. The 

thermal dynamics of the ground and snow layers are determined by numerically solving 

the one-dimensional (vertical direction) heat conduction equation (Eq. 1. The equations 

are listed in table 1, and the definitions of the variables are listed in the notation), 

including an internal heat source or sink term [Patankar, 1980]. Convective heat transfer 

with water flux is not considered in the model. The heat conduction equation is solved 

numerically by converting it to an explicit form (Eq. 2-4), which is more efficient for 

calculation and for directly considering the effects of thawing/freezing processes. The 

ground profile (including forest floor, peat layers, mineral soil layers, and bedrock layers) 

is divided into 40 layers and the thickness of the layers gradually increases from 0.1 m 

for top layers to 2 m close to the lower boundary at 35 m depth. The snowpack is also 

divided into about 0.1 cm layers, and the number of snow layers and the thickness the 

snowpack are updated based on snow dynamics. We use time steps of 30 minutes or less 

so that the calculation is stable. Heat capacities of ground and snow layers are calculated 

from the specific heat capacity of liquid water, ice, organic materials, minerals and air, 

weighted according to their respective volumetric fractions (Eq. 5). The thermal 

conductivity of each ground layer is calculated as the geometric mean of the thermal 

conductivities of the constituents (Eq. 6) [Johansen, 1975]. The thermal conductivity of 

each snow layer is estimated based on its density (Eq. 7)[Mellor, 1977].  

To solve the heat conduction equation (Eq. 1), we need to define the upper and lower 

boundary conditions, to consider snow dynamics (changes in thickness and density), to 

track the changes in soil thermal properties, and to include the effects of freezing and 

thawing. The lower boundary is defined as the geothermal flux. Currently the lower 

boundary is set at 35 m below the ground surface, but a deeper boundary can be selected 

in the model if needed. The upper boundary surface for heat conduction (below referred 

as the HC upper surface) is the ground surface or the surface of the snowpack if 

snowpack is present. Section 2.2 describes the upper boundary conditions determined 

based on energy balance; Section 2.3 considers the effects of plant canopy on soil 

moisture and the energy exchange between the HC upper surface and the atmosphere, 

followed by discussions of hydrology related processes, including water input, output, 

and distribution in soil profile (Section 2.4), snow dynamics (Section 2.5), thawing and 
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freezing (Section 2.6), and ground subsidence if excess ice in permafrost melts (Section 

2.7). All these processes are integrated in terms of energy and water transfer in the soil-

vegetation-atmosphere system.  

2.2. The upper boundary conditions 

The upper boundary conditions are determined based on the energy balance on the HC 

upper surface (Eq. 8). The vegetation area index (VAI) influences both solar radiation and 

long-wave radiation on the surface (Eq. 9 and 10). VAI includes the effects of foliage, 

branches and boles. We estimate the contribution of branches and boles to VAI as 10% of 

the summertime leaf area index [Gower et al., 1997]. The emissivity of air depends on air 

temperature and cloudiness (Eq. 11 and 12) [Unsworth and Monteith, 1975; Campbell, 

1977]. 

We use air temperature above the canopy to estimate sensible heat flux above the HC 

upper surface (Eq. 14), because measurements show that sensible heat exchange within 

canopy is often counter-gradient [Blanken et al., 2001; Chen et al., 1997a], mainly 

associated with large-scale coherent eddies, which regularly replace the canopy air with 

the “fresh” air above the canopy [Chen et al., 1997a; 1997b]. 

The aerodynamic resistance between the canopy and the air above the canopy (raa) is 

estimated based on Choudhury and Monteith [1988] (Eq. 15-17). The zero plane 

displacement and the roughness height are estimated based on the canopy height 

[Campbell, 1977]. The aerodynamic resistance between the canopy and the HC upper 

surface is estimated by the same method as for raa, but using the temperatures of the 

canopy and the HC upper surface, and wind speed in the canopy.  

The heat flux from the HC upper surface to the underlying layer is estimated based on 

the temperature gradient between the surface and the upper soil or snow layer (at mid 

point of the layer) (Eq. 18). The latent heat flux is estimated based on Penman-Monteith 

equation [Monteith, 1965] (Eq. 19). The surface resistance (rs) is estimated based on soil 

moisture [Sun, 1982]. rs is set as 0 s⋅m-1 if the surface is covered by snow.  

The HC upper surface temperature is determined by iterative calculation of the surface 

energy balance, and then the surface heat flux to soil or snow profile can be determined. 

If snow is present and the calculated surface temperature is positive, snow will melt and 
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the surface temperature is set to 0 °C (see more detailed description of snow dynamics in 

Section 2.5).  

 2.3. Vegetation 

Vegetation influences energy and water exchanges between ground and the 

atmosphere, and influences soil moisture conditions as well. The plant canopy is modeled 

as a single layer whose energy balance (or energy conservation) includes the change of 

heat contained in the whole vegetation layer (Eq. 20). The heat capacity of the canopy is 

estimated based on plant biomass and its water content (Eq. 21). 

The net solar radiation intercepted by the canopy is estimated based on vegetation area 

index (Eq. 22). Both the net long-wave radiation and sensible heat flux include exchanges 

with the HC upper surface and the above atmosphere (Eq. 23 and 24). The sensible heat 

flux between the canopy and the air above the canopy is more directly related with 

canopy surface temperature than canopy mean temperature. Measurements show that 

temperature in the upper part of the canopy is closer to the air temperature above the 

canopy [Black et al., 1996]. We estimate this canopy surface temperature as the average 

of canopy mean temperature and the air temperature above the canopy, which produces a 

factor of 0.5 in Eq. 24. Latent heat flux of canopy is estimated based on Penman-

Monteith equation [Monteith, 1965] (Eq. 19) using canopy resistance instead of surface 

resistance. Canopy resistance is simulated based on the method from Liu et al. [1999], 

which includes the effects of radiation, air temperature, vapor pressure deficit, and leaf 

water potential on stomatal resistance. When there is intercepted water in the canopy, 

latent heat flux will consume this intercepted water, and canopy resistance is set to zero. 

2.4. Soil water dynamics 

Soil moisture influences soil thermal properties, and is also closely related to surface 

water and energy fluxes and snow processes. We simulate soil water dynamics 

considering water input, output and distribution among soil layers. Water input includes 

rainfall and snowmelt. We assume that precipitation is rainfall when air temperature is 

higher than 0 °C, otherwise the precipitation is snowfall [Kongoli and Bland, 2000]. 

Precipitation (rainfall or snowfall) is subject to canopy interception. The maximum 

canopy interception (Intmax) is estimated based on leaf area index (LAI) [Verseghy et al., 

1993] Plant interception proceeds until Intmax is reached, after that, the excess 
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precipitation reaches the ground. Water infiltration is treated as a saturated flow from the 

upper soil layer downward. Water loss from soil includes soil evaporation (Eq. 19) and 

plant transpiration. Plant transpiration is the difference between plant evapotranspiration 

(canopy latent flux) and evaporation of canopy-intercepted water. Soil evaporation 

consumes water from the top layer first, proceeding through underlying  layers until the 

requirement is satisfied. Transpiration consumes water in the layers of root zone 

according to the amount of water available for plant uptake in each layer (water content 

above wilting point). 

Water transfer occurs only in mineral and organic soil layers. Water flux between 

layers is simulated based on water potential gradient (Eq. 25) [Richards, 1931]. Water 

vapor movement and liquid water movement in response to temperature gradients are 

ignored. Hydraulic conductivity and soil water suction are estimated based on soil 

moisture and soil texture (Eq. 26-29) [Campbell, 1974; Clapp and Hornberger, 1978]. 

The parameters (b, KWS  and φS) are estimated based on Clapp and Hornberger [1978] for 

mineral soils, and based on Ogee and Brunet [2002] and Letts et al. [2000] for forest 

floor and peat layers, respectively. When a soil layer is frozen, its hydraulic conductivity 

is set to zero [William and Smith, 1989]. More subtle processes, such as ice segregation 

and frost heaving are not considered in the model. 

2.5. Snow dynamics 

The snowpack is part of the profile for heat conduction. Both the thickness and the 

density of the snowpack are important for heat conduction, and the dynamics of snow are 

directly related with water dynamics and surface energy fluxes. We simulate the 

thickness of the snowpack based on the amount of snow on the ground (water equivalent) 

and snow density profile. The change of snow amount is the difference between snowfall 

and snowmelt. Snowfall is determined by precipitation and air temperature. The amount 

of snow intercepted by vegetation and loss by sublimation are estimated in the same way 

as for liquid water interception (Section 2.4). The amount of snowmelt is estimated based 

on the availability of energy [Verseghy, 1991]. If the solution of the surface energy 

balance equation results in a surface temperature (Ts) higher than 0 °C, energy is 

available for snowmelt on the surface. Ts is then reset to 0 °C and surface temperature 

related fluxes are recalculated, and the excess energy is used to estimate the amount of 
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snowmelt [Verseghy, 1991]. Snowmelt may also occur in the bottom of snowpack due to 

the heat conducted from the underlying ground. First we calculate the temperature (T′l, is 

termed as apparent temperature) of the snow layers based on the heat conduction 

equation without considering the thawing/freezing effects.  If T′l >0 °C, the amount of 

energy available for snowmelt is estimated based on T′l and the heat capacity of the layer, 

and the temperature of this layer is set to 0 °C. Melted water on the snow surface 

percolates to deeper layers after liquid water content is higher than its liquid water 

holding capacity [Anderson, 1976]. The liquid water holding capacity of a snow layer is 

estimated based on its density (Eq. 30) [Kongoli and Bland, 2000]. Water percolating to 

the bottom of the snowpack and snowmelt from the bottom of the snowpack supply water 

to the underlying soil. This water may infiltrate into soil or accumulate on the surface if 

the topsoil layer is frozen.    

The density of fresh snow is estimated following LaChapelle [1969] (Eq. 31). The 

change of snow density for each layer is simulated considering compaction (Eq. 32) 

[Mellor, 1964] and destructive metamorphism (Eq. 33 and 34) [Anderson, 1976; Kongoli 

and Bland, 2000]. If melting is underway, Eq. 33 and 34 are multiplied by a parameter 

(Csp5, with a value of 2) to account for the effects of liquid water [Kongoli and Bland, 

2000; Anderson, 1976]. The model updates the thickness of the snowpack based the 

amount of snow (water equivalent) and its density profile every day, so that the upper 

boundary surface moves up and down according to snow dynamics.  

2.6. Thawing and freezing 

The internal heat source or sink term (or latent heat of fusion) in Eq. 1 is considered if 

thawing or freezing occurs. We assume thawing and freezing occur when temperature 

crosses 0 ºC. We simulated thawing and freezing of water in soil in a similar way as for 

snowmelt. First, we determine soil temperature of a layer without considering thawing 

and freezing processes (this temperature is called apparent temperature, T'l); then, we 

consider the effects of thawing or freezing on the apparent temperature based on energy 

conservation: latent heat released or absorbed during freezing or thawing of a layer 

equals the amount of heat required or released for the apparent temperature change of the 

layer. For the thawing case (ice fraction fice>0 and T'l >0 ºC), if the heat available (ClT'l) 

is less than thawing all the ice in this layer, soil temperature is set to 0 ºC and the fraction 
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of the ice reduced according to the energy available, otherwise all the ice will melt and 

the remain heat increases soil temperature. A similar procedure is conducted for the 

freezing process. The fractions of liquid water and ice in a layer are explicitly 

determined, and the heat capacity of the soil is updated in each time step (15-30 minutes) 

according to the fraction of liquid water and ice content. The depth of thawing or freezing 

is determined based on the fractions of liquid water and ice in soil layers (thawing and 

freezing front is within the layer where liquid water and ice coexist, and the thickness of 

freezing and thawing in a layer is interpolated based on the fractions of ice and liquid 

water in this layer). 

2.7. Excess ground ice and ground subsidence 

Excess ice often occurs in the upper layers of permafrost [Williams and Smith, 1989]. 

Deepening of ALT brings about ground ice melt and ground subsidence. Excess ice is 

defined as the volumetric ice content in soil over the moisture content at saturation 

[Williams and Smith, 1989; Burn, 1998], therefore, porosity of a layer is the sum of soil 

porosity defined by soil texture and the fraction of excess ice in this layer. In the model, 

the initial excess ice is an input parameter. The model calculates soil moisture (Section 

2.4) and fractions of ice and liquid water in each layer (Section 2.6). When excess ice 

melts, water suction is set as 0 m, and hydraulic conductivity is set as the saturated 

hydraulic conductivity. We assume that ground subsidence occurs when the volume of 

moisture (liquid water and ice, given by Eq. 35) in a layer is less than the current 

porosity, and the current porosity is higher than the soil texture defined porosity (Eq. 36). 

After ground subsidence, the porosity of the layer is reduced accordingly. The model 

calculates ground subsidence on a daily basis, and the surface subsidence is the total 

subsidence of all the layers. Because ground subsidence is a slow process, we assume that 

the soil temperature profile simply shifts downward.  

3. Model Validation 

3.1. Approaches and data 

We used three approaches to validate the model. First we tested the numerical scheme 

of the model under simplified conditions; then we selected four sites and compared the 

simulated results with the measurements, including the components of the energy 
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balance, snow depth, soil temperature and thaw depth; finally we tested the sensitivity of 

the model to the major input variables and parameters. 

First, we tested the numerical scheme of the heat conduction without considering the 

surface energy processes and hydrological dynamics (except thawing and freezing 

processes). One case is from the Neumann solution for a step-increase in surface 

temperature, and another case is simulated by Goodrich’s model [1982] under a 

sinusoidal change in surface temperature. The soil profile and the initial conditions were 

assumed uniform in distribution, and the heat flux from the lower boundary was set to 

zero. For the first case, the initial soil temperature and volumetric soil moisture were set 

as –5 ˚C and 0.4, respectively, and the surface temperature was 10 ˚C. For the second 

case, the initial soil temperature and volumetric soil moisture were set as –2 ˚C and 0.35, 

respectively, and the surface temperature followed a sinusoidal pattern with annual 

average of –2 ˚C and amplitude of 20 ˚C.  

We then validated the model by comparing with the field measurements at four sites in 

Canada: two sites in Saskatchewan and two sites in Yukon Territory. The Saskatchewan 

sites were near the southern boundary of the permafrost region, about 50 km northwest of 

Prince Albert. One site (53.63 °N, 106.20 °W) was covered by deciduous forest of aspen 

(Populus tremuloides) with an understory of hazelnut (Corylus cornuta Marsh) (below 

referred as the OA site). LAI in summertime is 5.6 [Black et al., 1996; Chen et al., 1999]. 

The other site (53.92 °N, 104.69 °W) was a coniferous forest of jack pine (Pinus 

Banksiana) with LAI of 1.9 (winter) to 2.2 (summer) [Baldocchi et al., 1997] (below 

referred as the OJP site). We selected these two sites because detailed energy flux and 

temperature measurements were available. Detailed site conditions and measurements are 

described by Black et al. [1996], Chen et al. [1999], and Baldocchi et al. [1997]. Input 

climate data for NEST included air temperature, precipitation, vapor pressure (or relative 

humidity), wind speed, and solar radiation. Wind speed in the canopy was estimated as a 

function of wind speed above canopy and LAI, a relationship developed based on the 

measurements at the OA site. Table 2 shows the values of model parameters. Initial 

snowpack was determined based on the measurements on Jan. 20, 1994, when simulation 

began. Initial soil temperature was estimated using measurements on Jan. 20, 1994 for the 

upper layers (depth < 0.5 m). For deeper layers, the initial temperature was estimated 
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based on the general distribution patterns: From 0.5 to 10 m, initial soil temperature 

increased linearly to the annual mean at 10 m, where the inter-annual change of soil 

temperature was imperceptible [Rieger, 1983]; From 10 to 35 m, initial temperature 

increased with depth based on the geothermal gradient 0.015 °C⋅m-1 [Jessop et al., 1984]. 

Soil moisture was set to field capacity for the upper two-meters and saturated in deeper 

layers based on the general variation pattern of soil moisture [Black et al., 1996]. 

The Yukon sites (60.85 °N, 135.70 °W) were in Takhini River valley, about 50 km 

west of Whitehorse, and they were within the sporadic discontinuous permafrost zone. 

The valley was covered by forest before 1958. In July 1958, extensive forest fires burned 

most of the vegetation and the soil organic horizon, but about 1 km2 of forest adjacent to 

a highway escaped burning. Burn [1998] measured soil temperature in this unburned area 

(below referred as the forested site) and at a nearby site in the burned area (below 

referred as the burned site). At the forested site, the ground was covered by 10 cm 

organic matter. The soil was composed of fine sands and fine-grained sediments (71% 

sand, 14% silt, and 15% clay). The excess ice content was about 20% below 150 cm at 

the forested site. The vegetation was medium to dense mature white spruce with few 

understories. At the burned site, the organic layer was burned during the fire, and there 

had been little regeneration of forest vegetation since the fire. Detailed site conditions are 

described by Burn [1998]. We simulated the soil temperature and thaw depth for the 

forested site and the burned site from 1955 to 1999 and compared with the measurements 

made by Burn [1998]. 

Climate data (from 1955 to 1999) were from the climate station at Whitehorse Airport, 

which was about 40 km from the measurement sites. Daily solar radiation was estimated 

based on extraterrestrial insolation and the transmission coefficient of solar radiation  

[Spitters et al., 1986; Briston and Campbell, 1984]. The diurnal variation of solar 

radiation was estimated from the daily solar radiation and a sine function [Chung and 

Horton, 1987]. The diurnal variation of temperature was derived from daily maximum 

and minimum temperatures [William and Logan, 1981]. Daily mean vapor pressure and 

wind speed were used without considering diurnal variations. For the forested site, the 

forest floor (10 cm depth) and vegetation conditions were constant for the simulation 

period from 1955 to 1999. LAI and plant biomass of the forest were estimated as 3.5 and 
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20 kg⋅m-2, respectively, based on typical mature forests around this area [Chen J.M.  et 

al., 2002]. For the burned site, we changed the vegetation and forest floor conditions in 

1958 considering the effects of fire (forested floor: 0 cm, summer LAI increased linearly 

from 0 to 1.0 during 1958 - 1999, biomass also increased linearly to 2 kg⋅m-2). The 

geothermal flux was 0.065 W⋅m-2 [Jessop et al., 1984]. Other parameters (root depth, 

plant water content, albedo and emissivity) were the same as for the Saskatchewan sites 

(Table 2). The initial daily climate data were derived by averaging the climate data for 

each day from 1955 to 1960 for temperature, vapor pressure and wind speed, and directly 

used the daily precipitation data in 1957, because the annual precipitation in this year is 

close to the long-term average at this site. The initial conditions were determined by 

iteratively running the model to equilibrium using the initial climate data.  

Finally we tested the sensitivity of NEST to input climate drivers and other input 

parameters using the forested site in Yukon as the baseline. We ran the model to 

equilibrium (soil temperature and thaw depth are stable) after varying each climate driver 

and input parameter, and compared the output with the baseline results. The state 

variables selected for comparison included annual mean soil temperature at 50 cm depth 

(TY), monthly mean soil temperature in January (T1) and in August (T8) at 50 cm depth, 

and ALT. 

3.2. Results and discussions 

3.2.1. Comparing with the Neumann solution and the results from Goodrich’s model 

Figure 2A shows that the thaw depth simulated by NEST and the Neumann solution 

under a step-increase in surface temperature are very close to each other. We also 

simulate this case using Goodrich’s model. The simulated thawing depth is very close to 

them as well, and the soil temperature profiles simulated by NEST and Goodrich’s model 

agrees very well. For the case of the sinusoidal change in surface temperature, the 

simulated thawing depth by NEST is in good agreement with the results from Goodrich’s 

model (Figure 2B). The soil temperature profiles simulated between these two models are 

also very close. Because Goodrich’s model has been validated and compared with other 

numerical schemes [Goodrich, 1982; Romanovsky et al., 1997], these tests show that the 

numerical schemes of the NEST model for simulating heat conduction and thawing and 

freezing processes are valid. 
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 Figure 2. Comparisons between the simulated results by NEST with (A) the 

Neumann solution, and (B) the simulated results by Goodrich’s model 
[Goodrich, 1982].   

 
 
 
 

3.2.2. Comparing with field measurements 

The Saskatchewan sites 

Figure 3A shows a comparison between simulated and measured half-hourly canopy 

temperature at the OA site. We also include air temperature (input) for comparison. The 

simulated half-hourly canopy temperature is close to the measurements. Canopy 

temperature is higher than air temperature at mid-day, but lower during nighttime. The 

daily maximum air temperature lags about 1-2 hours compared to the daily maximum 

canopy temperature, but there is no significant timing difference between minimum air 

temperature and minimum canopy temperature. Figures 3B-D show comparisons between  
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Figure 3. Comparisons between simulated and measured (A) canopy temperature, (B) net radiation, (C)
latent heat flux above the canopy, and D) sensible heat flux above the canopy at the OA site in
Saskatchewan. 
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simulated and measured net radiation, sensible and latent heat fluxes at the top of the 

canopy. The model captures the variation patterns of the energy fluxes. During daytime, 

about two-thirds of the net radiation is released as latent heat flux, and the remaining 

amount is released mainly as sensible heat. Figure 4 shows the variation patterns of the 

energy fluxes on the surface. The net radiation on the surface during daytime is only 

about 10% of that above the canopy, because of high leaf area index during this period. 

The closed canopy also limits sensible and latent heat fluxes between the surface and the 

canopy due to low wind speed and stable air stratification under the canopy. The 

simulated latent heat flux is lower than the measured values (measured at height of 0.45 

m above the ground), perhaps because the measurements include some contributions 

from the understory below the observation level [Blanken et al., 2001]. These results 

show that the model captures the dynamics of energy fluxes above the canopy and 

between the surface and the canopy.  
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igure 4. The energy fluxes on the soil surface at the OA site in Saskatchewan: (A) net 
adiation and soil heat flux (positive for downward), (B) latent heat flux, and (C) sensible 
eat flux. Latent and sensible heat fluxes were measured at 45 cm height above the ground. 
here were no measurements for net radiation and soil heat flux. 
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Figure 5 shows comparisons between simulated and measured daily snow depth and 

soil temperature at the OA site and the OJP site from Jan. 20, 1994 to Nov. 30, 1996. The 

simulated snow depth is in agreement with the measurements, and the model captures the 

difference between these two sites and the difference among these 3 years. The snow 

depth at the OJP site is slightly less than that at the OA site, largely due to the 

interception of snow by the canopy.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 5. Comparisons between simulated and measured snow depth and soil temperature at 10 cm,
20 cm and 50 cm depths at the Saskatchewan sites. The thin black curves are simulated results, the
circles are measured snow depth, and the thick gray curves are measured soil temperatures. 

 

 

The simulated soil temperature is close to the measurements, and the model also 

captures the difference among these years and between these two sites. Although the 

snowpack is thicker and is present longer in 1995 than in the winter of 1994, soil 

temperature in the winter of 1995 is lower than in the winter of 1994, because the air 
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temperature in most of the winter in 1995 is about 10 °C lower than that in the winter of 

1994. Soil temperature at the OJP site is lower than at the OA site in wintertime, but 

higher than at the OA site in summertime, mainly due to the combination effects of 

vegetation, forest floor, and snowpack: During summertime, the OA site has a denser 

canopy (LAI=6.5) than at the OJP site (LAI=2.4), so that less solar radiation reaches the 

ground at the OA site. In wintertime, more solar radiation reaches the surface at the OA 

site.  The thicker forest floor at the OA site also lowers soil temperature in summertime, 

but increases soil temperature in wintertime. Simulated soil temperature is slightly lower 

than measured in winter of 1995 and spring of 1996, perhaps because the model 

underestimates snow accumulation in the early winter of 1995. The upper soil layers 

freeze and thaw annually, but there is no permafrost layer sustained at these two sites. 

The Yukon sites 

Figure 6 shows a comparison between simulated and measured daily snow depth from 

1955 to 1999 at the burned site. The measurements are from the Whitehorse climate 

station. The model captures the general variation patterns (R2=0.73, N=15551). The 

simulated snow depth at the forested site is similar to that of the burned site but slightly 

thinner mainly due to canopy interception of snowfall. Figure 7 shows a comparison 

between simulated and measured soil temperature at 1.5 m depth from 1991 to 1997 

during which the measurements are available. The model captures the annual variation 

patterns and their difference between these two sites. Comparing to the burned site, the 

forested site has a lower soil temperature and smaller annual fluctuation, mainly due to 

vegetation and forest floor effects. Mean annual soil temperature at the burned site is 

about 0.8 °C higher than at the forested site at 1.5 m depth, and the increase of soil 

temperature at the burned site is more significant in the top layers. The soil temperature 

in upper layers responds quickly to forest fire (removal of vegetation and forest floor), 

but the response of ground temperature at 35 m depth takes several decades (Figure 8).  

Figure 9 shows the simulated thaw depth from 1955 to 1999 for both the forested and 

the burned sites. Burn [1998] provided an annual change of thaw depth for 1993. 

Comparison of his measurements with the simulated results for this year (Figure 10) 

shows that the model captures the variation patterns of thaw depth at these two sites. The 

ALT at the burned site is about twice of the ALT at the forested site in 1993, although  
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Figure 6. Comparisons between simulated and measured daily snow depth at the burned site in Yukon 
Territory. The measurements are from the Whitehorse airport climate station, Environment Canada.   

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 Figure 7. Comparisons between simulated (curves) and measured (circles) soil temperature at 1.5 m depth at 
the Yukon sites. 
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ALT changes with time and climate, especially at the burned site (Figure 9). At the 

forested site, ALT decreases about 30 cm from the 1950s to the 1970s, corresponding to 

air temperature decrease during this period (mean annual air temperature decreased about 

3 °C). Thereafter ALT generally increases with some fluctuation from year to year 

(increased about 40 cm), corresponding to air temperature increase (annual mean air 

temperature increased by about 4 °C during this period). The overall variation of ALT is 

related to annual mean air temperature (R=0.42, n=45), especially with summertime 

(June to September) air temperature (R=0.63, N=45). At the burned site, ALT increases 

from 140 cm before forest fire to about 300 cm in the 1990s. This change includes the 

combination effects of climate and changes in vegetation and forest floor. Lacking the 

buffering of vegetation and forest floor at the burned site, ALT at this site is more 

sensitive to climate than at the forested site. The fluctuation of ALT from year to year at 

the burned site is 3 to 4 times larger than that at the forested site, and the increase in ALT 

after the mid 1970s is much more significant than at the forested site. Simulated ground 

subsidence at the forested site is small (about 1 cm), and only occurs in 1958 when 

summer temperature is the highest (which may have been a factor contributing to the 

forest fire in that year). Simulated accumulated ground subsidence at the burned site is 

about 33 cm, which is smaller than the thickness of ground ice in the increased active 

layer (40 cm for 200 cm increase in active-layer thickness and ground ice content of 

20%). The water from the extra ground ice is still in the deep soil, so that ground 

subsidence will continue when this water is lost. This 45-year simulation exercise shows 

that the model can be used for long-term assessment for the effects of climatic change 

under different vegetation and ground conditions.   

3.2.3. Sensitivity analysis 

Table 3 shows the sensitivity of soil temperature and ALT to climate drivers and input 

parameters. Air temperature and solar radiation are the major climate variables 

influencing soil temperature and ALT. The effect of precipitation on wintertime 

temperature is more significant than on summertime temperature because of snow 

insulation. The model is not very sensitive to vapor pressure and wind speed. Forest floor 

depth, LAI, soil texture and light extinction coefficient are important local factors 

influencing soil temperature and ALT. Increasing forest floor depth increases soil  
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Figure 8. Comparison of annual mean soil temperature between the forested site (solid curves) and 
the burned site (dash curves) in Yukon Territory. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Figure 9. Simulated thawing depth for the Yukon sites. Forest fires occurred in July 1958 for the 
burned site. 
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Figure 10. Comparisons between the simulated (curves) and measured (circles) 
thawing depth in 1993 for the Yukon sites.  

 

 

temperature in wintertime due to its insulation effects, especially in this dry climatic 

condition (Annual mean precipitation is 260 mm from 1955-1999), but decreases soil 

temperature in summertime, therefore reducing ALT. Increasing LAI decreases soil 

temperature in both summertime and wintertime, mainly because of its shadowing effects 

on solar radiation. Changes in light extinction coefficient are equivalent to changes in 

LAI in their effects on radiation. Soil texture has a significant effect on ALT largely 

through its effects on hydrological dynamics. The simulated soil temperature (at 50 cm 

depth) and ALT are not very sensitive to the geothermal flux, lower boundary depth and 

soil depth at this site, but these factors, especially the geothermal flux, may affect the 

thickness of permafrost, and determine whether permafrost exists or not in southern 

margins of permafrost area. These results show that both climate and local conditions are 

important for soil temperature and ALT, and the responses of summertime and 

wintertime soil temperatures to input variables can be very different. Therefore, it is 
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essential to integrate climate and local conditions to predict the responses of soil 

temperature and ALT to climatic change.  

4. Conclusions 

A process-based model was developed to simulate soil temperature and thaw depth of 

northern ecosystems by combining the strength of existing permafrost models and land 

surface process models. Soil temperature and thawing depth were determined from 

solving the heat conduction equation, with the upper boundary conditions being 

determined using the surface energy balance and the lower boundary conditions being 

defined as the geothermal flux. This process-based approach allowed us to quantify and 

integrate the effects of climate, vegetation, ground features and hydrological conditions 

on ground thermal dynamics based on energy and water transfer in the soil-vegetation-

atmosphere system. Testing against the measurements at four sites, we found good 

agreement between the simulated results and the measurements of energy fluxes, snow 

depth, soil temperature, and thaw depth. These results indicated that the model captured 

the physical processes of surface energy exchange, soil heat transfer, snow accumulation 

and melting, and soil thaw and freezing above permafrost or non-permafrost layers, as 

affected by climate, vegetation, and ground conditions. Therefore, this model can be used 

for investigating the impacts of transient climate change on soil thermal regimes and 

permafrost degradation, and their consequent effects on ecosystems and biogeochemical 

cycles under different vegetation and ground conditions.  
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Notation 

b an empirical parameter determined based on soil texture. 
BWood biomass of woody material of the canopy, kg⋅m-2. 
C soil heat capacity, J⋅m-3⋅°C –1. 
Cc heat capacity of canopy in a unit area, J⋅m-2⋅°C-1. 
Cl,Cl-1,Cl+1 soil heat capacity of layer l, l-1 and l+1, respectively, J⋅m-3⋅°C –1. 
Cl,k specific heat capacity of a constituent k in layer l, J⋅m-3⋅°C -1. 
Cpa specific heat capacity of air at constant pressure, J⋅kg-1⋅°C-1. 
Csp1 to Csp5 empirical parameters for snow dynamics, with the values of 0.01, 21, 0.0015, 

0.04, and 2, respectively. 
Cwater specific heat capacity of water, J⋅kg-1⋅°C-1. 
CWood specific heat capacity of dry wood, J⋅kg-1⋅°C-1. 
Dl,Dl-1,Dl+1 thickness of layer l, l-1 and l+1, respectively, m. 
DSice a ratio between the density of ice and water. 
fCloud fraction of cloud cover. 
fSky the sky view factor. 
fice, fw fractions of ice and liquid water content in a soil layer, respectively. 
fWater fraction of water content in plant. 
FW water flux between soil layers, m⋅s-1. 
g the gravitational acceleration, 9.8 m⋅s-2. 
Gl,l-1, Gl,l+1 the heat fluxes between layers l and l-1, and between layers l and l+1, 

respectively, W⋅m-2. 
Gs heat flux transmitted to the underlying layers from the surface, W⋅m-2. 
GSl daily ground subsidence from layer l, m. 
Hc sensible heat lost from canopy, W⋅m-2. 
Hs sensible heat lost from the surface, W⋅m-2. 
i layer sequence number 
Intmax maximum canopy interception of precipitation, mm. 
j a number represents the soil constituents (1 to 5 for liquid water, ice, organic 

materials, minerals and air, respectively). 
k thermal conductivity, W⋅m-1⋅°C-1. 
kl, kl-1, kl+1 thermal conductivity of layers l, l-1 and l+1, respectively, W⋅m-1⋅°C-1. 
kl,,j thermal conductivity of a constituent j in layer l, W⋅m-1⋅°C-1. 
k1 thermal conductivity of the top layer, W⋅m-1⋅°C-1. 
kv von Karman’s constant, 0.41. 
K extinction coefficient of solar radiation in canopy. 
KW hydraulic conductivity, m⋅s-1. 
KWS saturated hydraulic conductivity, m⋅s-1. 
L1 latent heat of ice fusion, 3.35×108 J⋅m-3 water. 
Lc latent heat lost from canopy, W⋅m-2. 
Ls latent heat flux of the surface, W⋅m-2. 
m a mid variable given by Eq. 28. 
M relative soil water content (relative to porosity). 
Mi relative water content at the infection point in soil moisture characteristic 

Return to page 6  
Go to Table 1 
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curve (0.92). 
n a mid variable given by Eq. 29. 
LAI leaf area index (m2⋅m-2). 
Pol porosity of the soil layer l determined based on soil texture (volumetric 

fraction). 
Pl porosity of layer l (volumetric fraction). 
raa aerodynamic resistance between canopy and the air above the canopy, s⋅m-1. 
rac aerodynamic resistance between the HC surface and the canopy, s⋅m-1. 
rs surface resistance for evaporation, s⋅m-1. 
Rlc net long-wave radiation of the canopy, W⋅m-2. 
Rsc solar radiation intercepted by canopy, W⋅m-2. 
Rls net long-wave radiation on the HC surface, W⋅m-2. 
Rns net radiation on the HC surface (Rss + Rls), W⋅m-2. 
Rs0 incident solar radiation above the plant canopy, W⋅m-2. 
Rss solar radiation accepted on the HC surface, W⋅m-2. 
S internal heat contribution due to freezing and thawing, W⋅m-3. 
SLW specific leaf weight, kg⋅m-2. 
SWl volumetric fraction of soil moisture (including water and ice) in layer l 

without considering the volume changes during thawing and freezing. 
t, th time in units of seconds and in hours, respectively. 
T temperature, °C. 
Tl, Tl,last soil temperatures of the current and last time step, respectively, °C. 
T1 temperature of the top soil or snow layer (at mid point of the layer), °C. 
Ta air temperature above the canopy, °C. 
Tc canopy temperature, °C. 
Tl,Tl-1,Tl+1 temperatures of layers l, l-1, and l+1, respectively, °C. 
T′l apparent temperature (calculated temperature without considering the effects 

of thawing and freezing) of layer l, °C. 
Ts surface temperature of the ground (no snow) or snowpack, °C. 
Tsp temperature of a snow layer, °C. 
Tspo,Tspc, parameters for snow dynamics, with values of 0 °C for both of them. 
u wind speed above the canopy, m⋅s-1. 
VAI vegetation area index, m2⋅m-2. 
VPD vapor pressure deficit, mb. 
VSWl volumetric fraction of moisture in soil layer l. 
We liquid water holding capacity of a snow layer, g⋅cm-3. 
Wem, WeM parameters for the minimum and maximum water holding capacity of snow, 

0.0 g⋅cm-3 and 0.1 g⋅cm-3, respectively. 
Wsp weight of the overlying snow above a layer in a unit area, g⋅cm-2. 
Z depth from the surface of ground or snowpack if snow is present, m. 
z a reference height above the canopy, m. 
z0 roughness height for the canopy, m. 
zd zero plane displacement of the canopy, m. 
α albedo. 

Return to page 6 
Go to Table 1 
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δ a mid variable given by Eq. 16. 
ε a mid variable given by Eq. 17. 
εa, εc, εs emissivity of air, vegetation and surface (soil or snow), respectively. 
εad emissivity of the atmosphere in clear sky. 
ρa density of air, kg⋅m-3. 
ρns density of fresh snow, g⋅cm-3. 
ρsp, ρspl  density of a snow layer, g⋅cm-3. 
ρspd a threshold snow density used in Eq. 33 and 34, 0.15 g⋅cm-3. 
ρspe a threshold snow density used in Eq. 30, 0.2 g⋅cm-3. 
θl,j volumetric fraction of a constituent j in layer l. 
σ Stefan-Boltzman constant, 5.7×10-8 W⋅m-2⋅K-4. 
φ soil water suction, m. 
φi soil water suction at the infection point in the soil moisture characteristic 

curve, m. 
φS soil water suction at saturation, m. 
∆ change rate of saturation vapor pressure with temperature, mb⋅K-1. 
∆Tl temperature change of layer l, °C. 
∆t time step, s. 
ϒ psychrometer constant, J⋅kg-1⋅K-1. 
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Table 1. The equations of the model 
 
Heat conduction in soil and snow profile 
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Soil water dynamics 
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Table 2. The model parameters for the Saskatchewan sites 
Model parameters The OA site The OJP site 

Latitude (°N) 53.63 1 53.92 2 
Canopy height (m) 21.0 1 13.5 2 
Woody biomass (kg⋅m-2) 18.5 3 6.7 3 
Forest floor depth (cm) 9.0 1 5.7 2 
Soil texture 4 Silty clay 1 Sandy 2 
Soil organic matter content (%) 3.8 1 1.5 3 
Root zone depth (m) 0.6 1 0.6 
Geothermal flux (W⋅m-2) 0.05 5 0.05 5 
Albedo (no snowpack) 0.14 6 0.10 6 
Albedo (with snowpack) 0.21 6 0.10 6 
Water content in plant (kg⋅kg-1) 1.0 7 1.0 7 
Specific leaf weight (kg⋅m-2) 0.1 8 0.28 8 
Light extinction coefficient 0.58 8 0.50 8 
The depth of soil (m) 5 5 
Canopy emissivity 0.98 9 0.98 9 
Soil emissivity 0.94 9 0.94 9 
Snow emissivity 0.98 9 0.98 9 
1Black et al., 1996; 2Baldocchi et al., 1997; 3Gower et al., 1997; 4Soil moisture 
parameters (b, KWS  and φS) were determined based on soil texture according to Clapp 
and Hornberger [1978]; 5Jessop et al., 1984; 6Betts and Ball, 1997; 7Wenger, 1984; 
8Aber et al., 1996; 9Oke, 1978. 
 
 
 
 
 

 
Return to page 12

 

 37



Table 3. Sensitivity of soil temperature and ALT to input variables and parameters  
Variables and 
parameters 

Variation ∆TY
* 

(°C) 
∆T1

*
 

(°C) 
∆T8

* 
(°C) 

∆ALT* 
(cm) 

Air temperature +1°C 0.74 0.68 0.92 32.1 
 -1°C -0.89 -0.98 -0.79 -24.2 
Precipitation +20% 0.29 0.93 -0.01 4.1 
 -20% 0.00 -0.23 0.16 2.4 
Vapor pressure +20% 0.04 0.08 0.02 0.5 
 -20% -0.04 -0.07 -0.03 -0.4 
Wind speed +20% 0.02 0.03 0.02 0.4 
 -20% -0.06 -0.09 -0.04 -0.9 
Solar radiation +20% 0.42 0.32 0.53 14.1 
 -20% -0.37 -0.27 -0.50 -14.1 
Forest floor depth +5cm 0.16 0.87 -0.40 -12.1 
 -5cm 0.06 -0.36 0.51 11.8 
LAI +1 m2⋅m-2 -0.40 -0.51 -0.49 -14.7 
 -1 m2⋅m-2 0.58 0.93 0.76 27.7 
Soil texture Sandy -0.25 -1.01 0.35 33.2 
 Clay -0.17 -0.21 -0.19 -18.9 
Light extinction  +20% -0.28 -0.25 -0.41 -12.7 
   coefficient -20% 0.34 0.22 0.47 12.7 
Geothermal flux 0.01W⋅m-2 -0.08 -0.14 -0.07 -1.8 
 0.15W⋅m-2 0.13 0.23 0.16 4.7 

55 m 0.03 0.06 0.03 0.8 Lower boundary 
depth 75 m 0.07 0.12 0.07 1.9 

Soil depth 2.5 m -0.00 0.00 -0.01 -0.3 
 10 m 0.25 0.44 0.07 2.5 

* ∆T1, ∆T8, ∆TY, and ∆ALT are changes of soil temperature at 50cm depth for January, 
August and the whole year, and the changes of ALT, respectively, comparing to the 
baseline conditions. 
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